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We discuss general aspects of CFT’s in d> 2 dimensions and the solution of the conformal 
constraints (conformal Ward identities) for 3-point scalar and tensor correlators 
in momentum space.
This allows to investigate the role of the conformal anomaly in great generality.
The matching of a general CFT to free-field theory realizations allows to simplify drastically 
the solution of the conformal Ward identities (CWI's) and the structure of such tensor 
correlators.
We then turn to 4-point functions, showing the existence of solutions of such identities in the 
presence of a conformal/dual conformal
symmetry. Some phenomenological implications of CFT in physics beyond the Standard 
Model will also be brifely outlined.



CFT's	have	been	extensively	studied	 in	the	last	50	years	for	a	variety	of	 reasons	

1.	string	theory	
2.	critical	behaviour	of	statistical	systems	
3.	Possible	applications	to	particle	phenomenology	 (extensions	of	the	Standard	Model	with	a	"possible"	
conformal	phase

4.	Early	universe.	

5.	AdS/CFT	correspondence.	A	theory	 in	a	conformal	phase	is	dual	– in	a	well	defined	sense-
to	a	specific	gravitational	theory.	Applications	of	 this	correspondence,	 from	ordinary	 field	theories,	 to	
cosmology	 (holography)	 as	well	as	condensed	matter	physics	have	been	overwhelming.	

In	d=2	spacetime	dimensions	 the	theory	is	particularly	rich,	but	much	less	in	higher	dimensions.	
Neverthless,	the	power	of	the	construction	 is	significant,	vene	in	the	presence	of	only	a	finite	number	
-rather	than	infinite- of	symmetries.	

Our	discussions	will	be	focused	on	theories	with	d>	2,	where	most	of	the	activity,	both	 in	theory	and	
phenomenology	 is.	



critical	behaviour	



no	mass	parameter	present,	 the	decay	of	a	correlator	is	purely	algebraic.	

a)	long	 range	correlation,	diverging	correlation	 length	as	we	reach	the	critical	point

2)	fluctuations	around	the	critical	behaviour	characterized	by	the	quantum	expectation	of	values	of	
a	set	of	local	operators,	identified	 by	the	operator	product	expansion.	

Their	scaling	dimensions	 enter	as	specific	"parameters	of	the	underlying	 CFT.				

enhancing	Poincare'	symmetry	with	1	dilatation	and	d	special	conformal	 transformations
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From now on we switch to the Euclidean case, neglecting the index positions. Using the fact that every conformal
transformation can be written as a local rotation matrix of the form
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It is sufficient to differentiate this expression respect to b


in order to derive the form of the special conformal
transformation K on T in its finite form
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(x) =
@
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= �(x2@


� 2x
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2.2 From Poincarè to the conformal group
We can merge the action of the special conformal transformation, the dilatations and the generators of the Poincarè

group to construct the Lie algebra of the conformal group.

The Poincarè subgroup contains the basics set of symmetries for any relativistic system. Its algebra is given by

i[Jµ⌫ , J⇢�

] = �⌫⇢Jµ� � �µ⇢J⌫� � �µ�J⇢⌫

+ �⌫�J⇢µ (25a)
i[Pµ, J⇢�

] = �µ⇢P� � �µ�P ⇢ (25b)
[Pµ, P ⌫

] = 0 (25c)

where the J ’s are the generators of the Lorentz group, Pµ are the 4 generators of translations. For scale invariant theories,
which contain no dimensionful parameter, the Poincarè group can be extended by including the dilatation generator D,
whose commutation relations with the other generators are

[Pµ, D] = iPµ, (26a)
[Jµ⌫ , D] = 0. (26b)

Finally, we include also the conformal transformations, whose generators are denoted as Kµ. The corresponding Lie
algebra is

[Kµ, D] = �iKµ, (27a)
[Pµ,K⌫

] = 2i�µ⌫D + 2iJµ⌫ , (27b)
[Kµ,K⌫

] = 0, (27c)
[J⇢�,Kµ

] = i�µ⇢K� � i�µ�K⇢. (27d)

It is clear from (26) and (27) that scale invariance does not require conformal invariance, but conformal invariance
necessarily implies scale invariance.

To summarize, having specified the elements of the conformal group, we can define a primary field Oi

(x), where i runs
over the representation of the group which the field belongs to, through the transformation property under a conformal
transformation g belonging to the conformal group SO(2, d) in the form

Oi

(x)
g�! O0i

(x0
) = ⌦(x)� Di

j

(g)Oj

(x), (28)

where � is the scaling dimension of the field and Di

j

(g) denotes the representation of O(d) acting on O0i. In the infinitesimal
form we have

�
g

Oi

(x) = �(L
g

O)

i

(x), with L
g

= v · @ +��+

1
2
@
(µ

v
⌫)

⌃

µ⌫ , (29)
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It is sufficient to differentiate this expression respect to b


in order to derive the form of the special conformal
transformation K on T in its finite form
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2.2 From Poincarè to the conformal group
We can merge the action of the special conformal transformation, the dilatations and the generators of the Poincarè

group to construct the Lie algebra of the conformal group.

The Poincarè subgroup contains the basics set of symmetries for any relativistic system. Its algebra is given by
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] = 0 (25c)

where the J ’s are the generators of the Lorentz group, Pµ are the 4 generators of translations. For scale invariant theories,
which contain no dimensionful parameter, the Poincarè group can be extended by including the dilatation generator D,
whose commutation relations with the other generators are
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It is clear from (26) and (27) that scale invariance does not require conformal invariance, but conformal invariance
necessarily implies scale invariance.

To summarize, having specified the elements of the conformal group, we can define a primary field Oi

(x), where i runs
over the representation of the group which the field belongs to, through the transformation property under a conformal
transformation g belonging to the conformal group SO(2, d) in the form
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where the vector v
µ

is the infinitesimal coordinate variation v
µ

= �
g

x
µ

= x0
µ

(x) � x
µ

and (⌃

µ⌫

)

i

j

are the generators of
O(d) in the representation of the field Oi. The explicit form of the operator L

g

can be obtained from (2) and (3) and it
is given by

translations L
g

= aµ@
µ

, (30)

rotations L
g

=

!

µ⌫

2
[x

⌫

@
µ

� x
µ

@
⌫

]� ⌃

µ⌫

, (31)

scale transformations L
g

= � [x · @ +�], (32)
special conformal transformations L

g

= bµ[x2@
µ

� 2x
µ

x · @ � 2�x
µ

� 2x
⌫

⌃

⌫

µ

]. (33)

Let us now consider the subalgebra of the four-dimensional conformal algebra, corresponding to dilatations and Lorentz
transformations. This allows us to label different representations of the conformal algebra with (�, j

L

, j
R

), where � is
the scaling dimension and j

L

, j
R

are Lorentz quantum numbers. For any quantum field theory, unitarity implies that
all the states in a representation must have a positive norm, imposing bounds on the unitarity representations. If one
considers the compact subalgebra so(2) � so(4) of so(4, 2), its unitary representations are labelled with (�, j

L

, j
R

) and
have to satisfy the constraints

� � 1 + j
L

for j
R

= 0, � � 1 + j
R

for j
L

= 0,

� � 2 + j
L

+ j
R

for both j
L

, j
R

6= 0.
(34)

In this context, for scalars we have � � 1, for vectors � � 3 and for symmetric traceless tensors � � 4. These
bounds are saturated by a free scalar field �, a conserved current J

µ

and a conserved symmetric traceless tensor T
µ⌫

. In
d dimensions, the bound for fields of spin s can be obtained

� � d� 2
2

, s = 0, (35a)

� � d� 1
2

, s = 1/2, (35b)

� � d+ s� 2, s � 1. (35c)

In a CFT fields transform under irreducible representations of the conformal algebra. In order to construct the trans-
formation representations for general dimensions, it is used the method of induced representations. We briefly comment
on this point.
First, we analyze the transformation properties of the field � at x = 0. Then, with the help of the momentum vector Pµ,
we may shift the argument of the field to an arbitrary point x, in order to obtain the general transformation rule. For
Lorentz transformations, we have postulated that

[J
µ⌫

,�(0)] = �J
µ⌫

�(0), (36)

where J
µ⌫

is a finite-dimensional representation of the Lorentz group, determining the spin of the field �(0). In addition,
for the conformal algebra we postulate commutation relations with the dilatation operator D,

[D,�(0)] = �i��(0). (37)

This relation implies that � has the scaling dimension �, i.e. under dilatations x 7! x0
= �x (for a real �) it transforms as

�(x) 7! �0
(x0

) = ��� �(x). (38)
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d	(transl)		+				½(d-1)d	(Lorentz)	 			+1	(dil.)	+			d	(sct)	=	(d+1)(d+2)/2	 	

generators		SO(2,D)

include	 inversion	

infinitesimal length. For a general d, the counting of the parameters of the transformation is straightforward.
We have d(d − 1)/2 ordinary rotations associated to a SO(d) symmetry in Rd - with parameters ωµν - d
translations (Pµ) with parameters aµ, d special conformal transformations Kµ (with parameters bµ), and one
dilatation D whose corresponding parameter is σ, for a total of (d + 1)(d + 2)/2 parameters. This is exactly
the number of parameters appearing in general of SO(2, d) transformation. Indeed one can embed the actions
of the conformal group of d dimensions into a larger Rd+2 space, where the action of the generators is linear on
the coordinates xM (M=1,2,. . . d+2) of such space, using a projective representation. This is at the basis of the
so-called embedding formalism. We refer to [10] for more details. By including the inversion (I)

xµ → x′
µ =

xµ

x2
, Ω(x) = x2, (2.4)

we can enlarge the conformal group to O(2, d). Special conformal transformations can be realized by considering
a translation preceded and followed by an inversion.
We will focus our discussion mostly on scalar primary operators of a quantum CFT, acting on an certain Hilbert
space, which under a conformal transformation will transform as

Oi(x) → O′(x′) = λ−∆iO(x) (2.5)

with specific scaling dimensions ∆i. We start this excursus on the implication of such symmetry on the quantum
correlation functions of a CFT by considering the simple case of a correlator of n primary scalar fields Oi(xi),
each of scaling dimension ∆i

Φ(x1, x2, . . . , xn) = ⟨O1(x1)O2(x2) . . . On(xn)⟩ . (2.6)

3- and 4-point functions (beside 2-point functions) in any CFT are significantly constrained in their general
structures due to such CWI’s. For scalar correlators the special CWI’s are given by first order differential
equations

Kκ(xi)Φ(x1, x2, . . . , xn) = 0 (2.7)

with

Kκ(xi) ≡
n
∑

j=1

(

2∆jx
κ
j − x2

j
∂

∂xκ
j

+ 2xκ
j x

α
j

∂

∂xα
j

)

(2.8)

being the expression of the special conformal generator in coordinate space.
The corresponding dilatation WI on the same n-point function Φ is given by

D(xi)Φ(x1, . . . xn) = 0 (2.9)

with

D(xi) ≡
n
∑

i=1

(

xα
i

∂

∂xα
i

+∆i

)

(2.10)

for scale covariant correlators. In the case of scale invariance the dilatation WI turns into

D0(xi)Φ(x1, . . . xn) = 0 (2.11)

with D0(xi) given by

D0(xi) ≡
n
∑

i=1

(

xα
i

∂

∂xα
i

)

. (2.12)

Such CWI’s are sufficient to completely determine the expression of a scalar 3-point function of primary
operators φi of scaling dimensions ∆i (i = 1, 2, 3) in the form

⟨φ1(x1)φ2(x2)φ3(x3)⟩ =
C123

x∆t−2∆3

12 x∆t−2∆1

23 x∆t−2∆2

13

, ∆t ≡
3
∑

i=1

∆i, (2.13)
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where c
�

is a constant. By the application of the special conformal transformation,

K
µ

hO(x)i = 0 (49)

we find that c
�

= 0 if � 6= 0. The unitarity bounds require that in a unitarity CFT, all the operators, apart from the
identity operator, have a strictly positive conformal dimension. Therefore, in a conformal theory hO(x)i = 0, assuming
that O is not proportional to the identity operator.

Let us analyse the most general form of a 2-point function of two scalar operators O
1

and O
2

of dimensions �
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�

2

. Poincarè invariance requires that the 2-point function takes the form
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for some function f of r = |x
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|. Scale invariance requires that the function have the following transformation property
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which can be uniquely solved as
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where C
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is an undetermined constant. At this stage, we can write
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We have still to impose the invariance under the special conformal transformations. For such transformations, we recall
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Under this transformation the 2-point function transforms as
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where �
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= (1� 2b ·x
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+ b2x2

i

). The invariance of the correlation function under special conformal transformations induces
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which is identically satisfied only if �
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. This means that two quasi-primary fields are correlated only if they have
the scaling dimension
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This result can be obtained also analysing only the transformations of the correlation function under the inversion. This
statement follows from an important property of the special conformal transformations, i.e. that they can be written as
a composition of two inversions Iµ(x) and a translation by a vector bµ, as follows

Iµ(x) =
x

µ

x

2
,

x

0µ

x

2
= Iµ(x) + bµ. (58)

Therefore, in order to analyse the implications of the action of the special conformal transformation, in many cases it is
enough to analyse the action of inversions.
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A similar method can be applied to the 3-point functions. Poincarè invariance requires that
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imposes another constraint that forces a generic a generic 3-point function to take the following form
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To solve this constraint, all the factors involving the transformation parameter bµ must disappear, which leads to the
following set of equations
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Therefore, the correlator of three quasi-primary fields is given by
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C
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and �

i

’ are usually referred to as the conformal data. The strong constraints on 2- and 3-point functions that we have
obtained can be understood from the point of view of representation theory. Assume we want to build a scalar conformal
invariant from some set {x

j

} of distinct points. As long as Poincarè invariance is considered only, such invariants are the
distances x

ij

= |x
i

�x
j

|. The distances, however, are not scale invariant as they scale with � when all points are scaled by
�. Instead, one could try to take ratios of two distances. Such an object is scale invariant indeed, but it is not invariant
under inversion when (58) is used. We recall that, under a special conformal transformation, the distance separating two
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Therefore, the simplest objects that are conformally invariant and then also inversion invariant, are
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where  is a free Lorentz index. In the case of tensor operators one needs to add an additional term to the equation which
depends on the Lorentz structure of the correlator.
For example, if we assume that the tensor O

j

has r
j

Lorentz indices, i.e. O
j

= Oµ

j1 ...µj

r

j

j

, for j = 1, 2, . . . , n, in this case
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to the left-hand side of (114). The Ward identities associated to the special conformal transformation impose very strong
conditions on the correlation functions.

Finally, we can consider the Ward identity associated with rotations in coordinate space by taking G to be the L
µ⌫

Lorentz generators in (111). As in the previous case, we can first consider the n-point function of scalar operators, giving
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For tensor operators, also for the Lorentz generators, one needs to add to the left-hand side of the previous equation the
contribution
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For example, in the case of the TJJ correlator, with one stress energy tensor and two spin-1 currents J of dimension �
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the equations above become
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is the scalar part of the special conformal operator acting on the ith coordinate and �

i

⌘ (�

T

,�
J

,�
J

) are the scaling
dimensions of the operators in the correlation function.

4 The Conformal Ward identities in momentum space
As already mentioned in the previous sections, most of the current and past analysis in CFT has been centered around

coordinate space. This is the natural domain where primary operators are introduced in order to discuss the fluctuations
of physical systems around a certain critical point, as a function of the relative distances. The operator algebra of a CFT
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analysis	of	the	TT,	TTT	in	coordinate	space	done	long	ago	by	Osborn	and	Petkou

two	and	3-point	functions	 of	primary		scalar	fields,	in	the	scalar	case,	are	easily	
fixed



to	fix	the	structure	of	 the	primary	correlator	we	are	actually	using	the	conformal	ward	identities	

infinitesimal length. For a general d, the counting of the parameters of the transformation is straightforward.
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which	for	3-point	functions	 reduce	the	solution	 to	a	unique	 expression,	modulo	 one	constant.

In	the	TJJ	case	things	are	more	complicated.		

Can	we	proceed	autonomously	 to	derive	these	results	from	momentum	 space?
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The condition of scale covariance for the fields �

i

of scale dimensions �

i

(in mass units)

�(�x
1

,�x
2

, . . . ,�x
n

) = ���

�(x
1

, x
2

, . . . , x
n

), � = �

1

+�

2

+ . . .�
n

(125)

after setting � = 1 + ✏ and Taylor expanding up to O(✏) gives the scaling relation
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The expression of the dilatation equation in momentum space can be obtained either by a Fourier transform of (126), or
more simply, exploiting directly (125). In the latter case, using the translational invariance of the correlator under the
integral, by removing the �-function constraint, one obtains
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We perform the change of variables p
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/� on the right-hand-side (rhs) of the equation above (first line) with
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Setting � = 1/s this generates the condition
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and with s ⇠ 1 + ✏, expanding at O(✏) we generate the equation
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There are some important comments to be made. The action of any differential operator which is separable on each of
the coordinate x

i

, once transformed to momentum space, is not that of a derivation, if we want to differentiate only the
independent momenta. This because of momentum conservation, which is a consequence of translational invariance of the
correlator. This point has been illustrated at length in [? ], to which we refer for further details. Notice that in (131) the
sum runs over the first n� 1 momenta. The equations, though, must be reduced to a scalar form and at that stage their
hypergeometric structure will appear clear. The realization of the existence of such hypergeometric structure is a result
of two independent analysis [? ] and [? ].
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after setting � = 1 + ✏ and Taylor expanding up to O(✏) gives the scaling relation
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The expression of the dilatation equation in momentum space can be obtained either by a Fourier transform of (126), or
more simply, exploiting directly (125). In the latter case, using the translational invariance of the correlator under the
integral, by removing the �-function constraint, one obtains
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and with s ⇠ 1 + ✏, expanding at O(✏) we generate the equation
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There are some important comments to be made. The action of any differential operator which is separable on each of
the coordinate x

i

, once transformed to momentum space, is not that of a derivation, if we want to differentiate only the
independent momenta. This because of momentum conservation, which is a consequence of translational invariance of the
correlator. This point has been illustrated at length in [? ], to which we refer for further details. Notice that in (131) the
sum runs over the first n� 1 momenta. The equations, though, must be reduced to a scalar form and at that stage their
hypergeometric structure will appear clear. The realization of the existence of such hypergeometric structure is a result
of two independent analysis [? ] and [? ].
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4.3 Special Conformal WI’s for scalar correlators
We now turn to the analysis of the special conformal transformations in momentum space. Also in this case we discuss

both the symmetric and the asymmetric forms of the equations, focusing our attention first on the scalar case. The Ward
identity in the scalar case is given by
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where the action of the operator is only on the exponential. At this stage we integrate by parts, bringing the derivatives
from the exponential to the correlator and on the Dirac � function obtaining
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in the notations of Eq. (121), where we have introduced the differential operator acting on a scalar correlator in a
symmetric form
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Using some distributional identities derived in [? ]
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Notice that such terms vanish [? ] by using rotational invariance of the scalar correlator
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We start by considering the dilatation WI.
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after setting � = 1 + ✏ and Taylor expanding up to O(✏) gives the scaling relation
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The expression of the dilatation equation in momentum space can be obtained either by a Fourier transform of (126), or
more simply, exploiting directly (125). In the latter case, using the translational invariance of the correlator under the
integral, by removing the �-function constraint, one obtains

�(�x
1

,�x
2

, . . . ,�x
n

) =

Z

ddp
1

ddp
2

. . . ddp
n�1

ei�(p1x1+p2x2+...p

n�1xn�1+p

n

x

n

)

�(p
1

, p
2

, . . . , p
n

)

= ���

Z

ddp
1

ddp
2

. . . ddp
n�1

ei(p1x1+p2x2+...p

n�1xn�1+p

n

x

n

)

�(p
1

, p
2

, . . . , p
n

). (128)

We perform the change of variables p
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and with s ⇠ 1 + ✏, expanding at O(✏) we generate the equation
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There are some important comments to be made. The action of any differential operator which is separable on each of
the coordinate x

i

, once transformed to momentum space, is not that of a derivation, if we want to differentiate only the
independent momenta. This because of momentum conservation, which is a consequence of translational invariance of the
correlator. This point has been illustrated at length in [? ], to which we refer for further details. Notice that in (131) the
sum runs over the first n� 1 momenta. The equations, though, must be reduced to a scalar form and at that stage their
hypergeometric structure will appear clear. The realization of the existence of such hypergeometric structure is a result
of two independent analysis [? ] and [? ].
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as a consequence of the SO(4) symmetry
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Using (137) and the vanishing of the �0term terms, the structure of the CWI on the correlator �(p) then takes the symmetric
form
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This symmetric expression is the starting point in order to proceed with the elimination of one of the momenta, say
p
n

. Also in this case, one can proceed by following the same procedure used in the derivation of the dilatation identity,
dropping the contribution coming from the dependent momentum p

n

, thereby obtaining the final form of the equation

n�1

X

j=1

 

p
j

@2

@p↵
j

@p↵
j

+ 2(�

j

� d)
@

@p
j

� 2p↵
j

@2

@p
j

@p↵
j

!

�(p
1

, . . . p
n�1

, p̄
n

) = 0. (144)

Also in this case the differentiation respect to p
n

requires the chain rule. For a certain sequence of scalar single particle
operators
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the Leibnitz rule is therefore violated. As we have already mentioned, the system of scalar equations obtained starting
from the tensor one are, however, symmetric. For further details concerning this point and the arbitrariness in the choice
of the independent momentum of the correlator we refer to [? ].

4.4 The example of 2-point functions
For the two-point functions the differential equations simplify considerably, being expressed in terms of just one

independent momentum p, and take the form
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for the dilatation and
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for the conforal WIs.
where we have defined Gij

(p) ⌘ hOi

1

(p)Oj

2

(�p)i. The first of Eq.(146) dictates the scaling behavior of the correlation
function, while special conformal invariance allows a non zero result only for equal scale dimensions of the two operators

25

momentum

momentum

2013



Delle	Rose,	Mottola,	Serino,	C.C. Solving the Conformal Constraints for Scalar Operators in Momentum Space

and the Evaluation of Feynman’s Master Integrals
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is arbitrary.

Despite the apparent asymmetry in the definition of the special conformal constraint, due to

the absence of the n-th scaling dimension ⌘
n

and the n-th spin matrix (⌃(n)
µ⌫

)in
jn
, the second

of Eq.(11) does not depend on the specific momentum which is eliminated. We could have

similarly chosen to express Eq.(11) in terms of the momenta (p1 . . . pk�1, pk+1, . . . pn), with p
k

removed using the momentum conservation, and we would have obtained an equivalent relation.

We have left to an appendix the formal proof of this point. We have then explicitly verified

the correctness of our assertion on the vector and tensor two-point correlators which have been

discussed in the following section. In both cases, whatever momentum parameterization is

chosen for Eq.(11), we have checked that special conformal constraints imply the equality of

the scaling dimensions of the two (vector or tensor) operators, accordingly to the well-known

result obtained in coordinate space.

We recall, anyway, that, apart from the following section, in which vector and tensor two-point

functions are reviewed, the main results of this work, being focused on scalar operators, are

free from all the complications arising from the presence of the spin matrices in the special

conformal constraints.

3 Two-point functions from momentum space and anoma-

lies

3.1 General solutions of the scale and special conformal identities

We start exploring the implications of these constraints on two-point functions. In particular,

the quasi primary fields taken into account are scalar (O), conserved vector (V
µ

) and conserved

and traceless (T
µ⌫

) operators.

For the two-point functions the di↵erential equations in Eq.(11) simplify considerably, being

expressed in terms of just one independent momentum p, and take the form
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+ 2(⌃
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)i
k

@

@p
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◆
Gkj(p) = 0 , (12)

where we have defined Gij(p) ⌘ hOi

1(p)Oj

2(�p)i. The first of Eq.(12) dictates the scaling

behavior of the correlation function, while special conformal invariance allows a non zero result

only for equal scale dimensions of the two operators ⌘1 = ⌘2, as we know from the corresponding

analysis in coordinate space. We start by illustrating this point.
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For the correlation function G
S

(p) of two scalar quasi primary fields the invariance under the

Poincaré group obviously implies that G
S

(p) ⌘ G
S

(p2), so that the derivatives with respect to

the momentum p
µ

can be easily recast in terms of the variable p2.

The invariance under scale transformations implies that G
S

(p2) is a homogeneous function of

degree ↵ = 1
2(⌘1 + ⌘2 � d). At the same time, it is easy to show that the second equation in

(12) can be satisfied only if ⌘1 = ⌘2. Therefore conformal symmetry fixes the structure of the

scalar two-point function up to an arbitrary overall constant C as

G
S

(p2) = hO1(p)O2(�p)i = �
⌘1⌘2 C (p2)⌘1�d/2 . (13)

If we redefine

C = c
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⇡d/2
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(14)

in terms of the new integration constant c
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⇡d/2
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and after a Fourier transformation in coordinate space takes the familiar form
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⇥
G

S

(p2)
⇤
= �

⌘1⌘2 cS12
1

(x2
12)

⌘1
, (16)

where x12 = x1 � x2. The ratio of the two Gamma functions relating the two integration

constants C and c
S12 correctly reproduces the ultraviolet singular behavior of the correlation

function and plays a role in the discussion of the origin of the scale anomaly.

Now we turn to the vector case where we define G↵�

V

(p) ⌘ hV ↵

1 (p)V �

2 (�p)i. If the vector

current is conserved, then the tensor structure of the two-point correlation function is entirely

fixed by the transversality condition, @µV
µ

= 0, as

G↵�

V

(p) = ⇡↵�(p) f
V

(p2) , with ⇡↵�(p) = ⌘↵� � p↵p�

p2
(17)

where f
V

is a function of the invariant square p2 whose form, as in the scalar case, is determined

by the conformal constraints. Following the same reasonings discussed previously we find that

G↵�

V

(p) = �
⌘1⌘2 cV 12

⇡d/2

4⌘1�d/2

�(d/2� ⌘1)

�(⌘1)

✓
⌘↵� � p↵p�

p2

◆
(p2)⌘1�d/2 , (18)

with c
V 12 being an arbitrary constant. We recall that the second equation in (12) gives con-

sistent results for the two-point function in Eq.(18) only when the scale dimension ⌘1 = d� 1.
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To complete this short excursus, we present the solution of the conformal constraints for the

two-point function built out of two energy momentum tensor operators which are symmetric,

conserved and traceless

Tµν = Tνµ , ∂µTµν = 0 , Tµ
µ = 0 . (19)

Exploiting the conditions defined in Eq.(19) we can unambiguously define the tensor structure

of the correlation function Gαβµν
T (p) = Παβµν

d (p) fT (p2) with

Παβµν
d (p) =

1

2

[

παµ(p)πβν(p) + παν(p)πβµ(p)

]

−
1

d− 1
παβ(p)πµν(p) , (20)

and the scalar function fT (p2) determined as usual, up to a multiplicative constant, by requiring

the invariance under dilatations and special conformal transformations. We obtain

Gαβµν
T (p) = δη1η2 cT12

πd/2

4η1−d/2

Γ(d/2− η1)

Γ(η1)
Παβµν

d (p) (p2)η1−d/2 . (21)

As for the conserved vector currents, also for the energy momentum tensor the scaling dimension

is fixed by the second of Eq.(12) and it is given by η1 = d. This particular value ensures that

∂µTµν is also a quasi primary (vector) field. We have left to the appendix B the details of the

characterization of the vector and tensor two-point functions.

These formulae agree with those in the literature [16], and in particular those in Sec. 8 of Ref.

[12] for the gravitational wave spectrum of the CMB.

3.2 Divergences and anomalous breaking of scale identities

The expressions obtained so far for the two-point functions in Eq.(15),(18) and (21), allow to

discuss very easily the question of the divergences and of the corresponding violations that

these induce in the scale identities. We can naturally see this noting that the Gamma function

has simple poles for non positive integer arguments, which occur, in our case, when η = d/2+n

with n = 0, 1, 2, . . ..

Working in dimensional regularization, we can parametrize the divergence through an analytic

continuation of the space-time dimension, d → d− 2ϵ, and, then, expand the product Γ(d/2−
η) (p2)η−d/2, which appears in every two-point function, in a Laurent series around d/2−η = −n.

We obtain

Γ (d/2− η) (p2)η−d/2 =
(−1)n

n!

(

−
1

ϵ
+ ψ(n+ 1) +O(ϵ)

)

(p2)n+ϵ , (22)
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Exploiting the conditions defined in Eq.(19) we can unambiguously define the tensor structure

of the correlation function Gαβµν
T (p) = Παβµν

d (p) fT (p2) with

Παβµν
d (p) =

1

2

[

παµ(p)πβν(p) + παν(p)πβµ(p)

]

−
1

d− 1
παβ(p)πµν(p) , (20)

and the scalar function fT (p2) determined as usual, up to a multiplicative constant, by requiring

the invariance under dilatations and special conformal transformations. We obtain

Gαβµν
T (p) = δη1η2 cT12

πd/2

4η1−d/2

Γ(d/2− η1)

Γ(η1)
Παβµν

d (p) (p2)η1−d/2 . (21)

As for the conserved vector currents, also for the energy momentum tensor the scaling dimension

is fixed by the second of Eq.(12) and it is given by η1 = d. This particular value ensures that

∂µTµν is also a quasi primary (vector) field. We have left to the appendix B the details of the

characterization of the vector and tensor two-point functions.

These formulae agree with those in the literature [16], and in particular those in Sec. 8 of Ref.

[12] for the gravitational wave spectrum of the CMB.

3.2 Divergences and anomalous breaking of scale identities

The expressions obtained so far for the two-point functions in Eq.(15),(18) and (21), allow to

discuss very easily the question of the divergences and of the corresponding violations that

these induce in the scale identities. We can naturally see this noting that the Gamma function

has simple poles for non positive integer arguments, which occur, in our case, when η = d/2+n

with n = 0, 1, 2, . . ..

Working in dimensional regularization, we can parametrize the divergence through an analytic

continuation of the space-time dimension, d → d− 2ϵ, and, then, expand the product Γ(d/2−
η) (p2)η−d/2, which appears in every two-point function, in a Laurent series around d/2−η = −n.

We obtain

Γ (d/2− η) (p2)η−d/2 =
(−1)n

n!

(

−
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ϵ
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)
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where ψ(z) is the logarithmic derivative of the Gamma function, and ϵ takes into account the

divergence of the two-point correlator for particular values of the scale dimension η and of the

space-time dimension d.

The singular behavior described in Eq.(22) is responsible for the anomalous violation of

scale invariance [17], providing an extra contribution to the differential equation (12) obtained

from the conformal symmetry constraints. Indeed, when η = d/2 + n, employing dimensional

regularization, the first of Eq.(12) becomes
(

p2
∂

∂p2
− n− ϵ

)

Gij(p2) = 0 , with η1 = η2 ≡ η (23)

which is the Euler equation for a function Gij which behaves like (p2)n+ϵ. Due to the appearance

of a divergence in 1/ϵ in the correlation function, Eq.(23) acquires an anomalous finite term in

the limit ϵ→ 0 and we obtain
(

p2
∂

∂p2
− n

)

Gij(p2) = Gij
sing(p

2) , (24)

where Gij
sing(p

2) corresponds to the singular contribution in the correlation function, which we

have decomposed according to

Gij(p2) =
1

ϵ
Gij

sing(p
2) +Gij

finite(p
2) . (25)

As one can see from the r.h.s. of Eq.(24), the coefficient of the divergence, Gij
sing(p

2), of the

two-point function provides the source for its anomalous scaling.

We illustrate the points discussed so far with some examples. Consider, for instance, the

scalar correlator in Eq.(15) with scaling dimension η1 = η2 ≡ η = d/2. Due to the appearance

of a pole in the Gamma function, the two-point correlator develops a divergence and becomes

GS(p
2) = − cS12

πd/2

Γ (d/2)

[

1

ϵ̄
+ log p2

]

, (26)

where we have defined for convenience

1

ϵ̄
=

1

ϵ
+ γ − log(4π) , (27)

with γ being the Euler-Mascheroni constant. It is implicitly understood that the argument of

the logarithm in Eq.(26) is made dimensionless, in dimensional regularization, by the insertion

of a massive parameter.

As one can easily verify, the scalar two-point function given in Eq.(26) satisfies the anomalous

scaling equation (24) with a constant source term

GS,sing(p
2) = − cS12

πd/2

Γ (d/2)
(28)
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Moving	 to	scalar	3-point	functions	

In the previous equation we have retained only the terms with the correct power-law scaling in

the p23 variable, as dictated by the OPE analysis. In this case these contributions come from

the terms of Eq.(45) which are proportional to the S2 and S4 solutions defined in Eq.(38).

Analogously, in the limit p23, p
2
1 → ∞, with p21/p

2
3 → 1, which is described in coordinate space

by x3 → x1, the leading behavior is extracted from S3 and S4.

The remaining coincidence limit x1 → x2, corresponding to p21, p
2
2 → ∞ with p21/p

2
2 → 1, is more

subtle due to the apparent asymmetry in the momentum invariants p21, p
2
2, p

2
3 of the three-point

scalar correlator, as given in Eq.(45). In this case both x and y grow to infinity while their

ratio x/y → 1. Therefore it is necessary to apply the transformation defined in Eq.(43) to each

hypergeometric function appearing in Eq.(45). This can be viewed as an analytic continuation

outside the domain of convergence |
√
x| + |√y| < 1, where the Appell’s function is strictly

defined as a double series. The hypergeometric functions are then expanded according to

F4(α, β; γ, γ
′; x, y) ∼ (−y)−α Γ(γ)Γ(γ′)Γ(β − α)Γ(γ + γ′ − 2α− 1)

Γ(β)Γ(γ − α)Γ(γ′ − α)Γ(γ + γ′ − α− 1)

+ (−y)−β Γ(γ)Γ(γ′)Γ(α− β)Γ(γ + γ′ − 2β − 1)

Γ(α)Γ(γ′ − β)Γ(γ − β)Γ(γ + γ′ − β − 1)
,

for x, y → ∞ ,
x

y
→ 1 . (51)

This completes the analysis of the OPE on the three-point scalar function in the three different

coincidence limits.

5 Feynman integral representation of the momentum

space solution

We have seen in the previous sections that we can fix the explicit structure of the generic

three-point scalar correlator in momentum space by solving the conformal constraints, which

are mapped to a system of two hypergeometric differential equations of two variables. These

variables take the form of two ratios of the external momenta. In particular we find that in any

d dimensional conformal field theory the solution of this system of PDE’s is characterized by a

single integration constant which depends on the specific conformal realization, as expected.

In this section we want to point out the relationship between the scalar three-point functions

studied so far and a certain class of Feynman master integrals. These can be obtained by a

Fourier transformation of the corresponding solution of the conformal constraints in coordinate

space, which is well known to be

⟨O1(x1)O2(x2)O3(x3)⟩ =
c123

(x2
12)

1

2
(η1+η2−η3) (x2

23)
1

2
(η2+η3−η1) (x2

31)
1

2
(η3+η1−η2)

. (52)
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how	to	reopbtain	 this	result	
directly	from	momentum	 space

Transforming to momentum space, we find an integral representation, which necessarily has

to coincide, up to an unconstrained overall constant, with the explicit solution found in the

previous section, and reads as

J(ν1, ν2, ν3) =

∫

ddl

(2π)d
1

(l2)ν3((l + p1)2)ν2((l − p2)2)ν1
, (53)

with external momenta p1, p2 and p3 constrained by momentum conservation p1 + p2 + p3 = 0

and the scale dimensions ηi related to the indices νi as

η1 = d− ν2 − ν3 , η2 = d− ν1 − ν3 , η3 = d− ν1 − ν2 . (54)

This expression describes a family of master integrals which has been studied in [23, 24], whose

explicit relation with Eq.(52) is given by

∫

ddp1
(2π)d

ddp2
(2π)d

ddp3
(2π)d

(2π)dδ(d)(p1 + p2 + p3) J(ν1, ν2, ν3)e
−ip1·x1−ip2·x2−ip3·x3

=
1

4ν1+ν2+ν3π3d/2

Γ(d/2− ν1)Γ(d/2− ν2)Γ(d/2− ν3)

Γ(ν1)Γ(ν2)Γ(ν3)

1

(x2
12)

d/2−ν3(x2
23)

d/2−ν1(x2
31)

d/2−ν2
,

(55)

The integral in Eq.(53) satisfies the system of PDE’s (35). Therefore, it can be expressed

in terms of the general solution given in Eq.(45) which involves a linear combination of four

Appell’s functions, with the relative coefficients fixed by the symmetry conditions on the de-

pendence from the external momenta. Then Eq.(45) identifies J(ν1, ν2, ν3) except for an overall

constant c123 which we are now going to determine. This task can be accomplished, for instance,

by exploiting some boundary conditions.

As for the OPE analysis discussed in the previous section, we may consider the large momentum

limit in which the three-point integral collapses into a two-point function topology. Taking, for

instance, the p22, p
2
3 → ∞ limit with p22/p

2
3 → 1 we have

J(ν1, ν2, ν3) ∼
1

(p22)
ν1

∫

ddl

(2π)d
1

(l2)ν3((l + p1)2)ν2
=

1

(p22)
ν1

i1−d

(4π)d/2
G(ν2, ν3) (p

2
1)

d/2−ν2−ν3 , (56)

where

G(ν, ν ′) =
Γ(d/2− ν)Γ(d/2− ν ′)Γ(ν + ν ′ − d/2)

Γ(ν)Γ(ν ′)Γ(d− ν − ν ′)
. (57)

Eq.(56) must be compared with the same limit taken on the explicit solution in Eq.(45), where

the scale dimensions ηi are replaced by νi through Eq.(54). This completely determines the
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master	Feynman	integral



as a consequence of the SO(4) symmetry
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Using (137) and the vanishing of the �0term terms, the structure of the CWI on the correlator �(p) then takes the symmetric
form
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This symmetric expression is the starting point in order to proceed with the elimination of one of the momenta, say
p
n

. Also in this case, one can proceed by following the same procedure used in the derivation of the dilatation identity,
dropping the contribution coming from the dependent momentum p

n

, thereby obtaining the final form of the equation
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Also in this case the differentiation respect to p
n

requires the chain rule. For a certain sequence of scalar single particle
operators
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the Leibnitz rule is therefore violated. As we have already mentioned, the system of scalar equations obtained starting
from the tensor one are, however, symmetric. For further details concerning this point and the arbitrariness in the choice
of the independent momentum of the correlator we refer to [? ].

4.4 The example of 2-point functions
For the two-point functions the differential equations simplify considerably, being expressed in terms of just one

independent momentum p, and take the form
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for the dilatation and
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for the conforal WIs.
where we have defined Gij

(p) ⌘ hOi

1

(p)Oj

2

(�p)i. The first of Eq.(146) dictates the scaling behavior of the correlation
function, while special conformal invariance allows a non zero result only for equal scale dimensions of the two operators
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n=3

generates the expression in momentum space of the form (122), from which we can remove one of the momenta, conven-
tionally the last one, p
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We start by considering the dilatation WI.
The condition of scale covariance for the fields �
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after setting � = 1 + ✏ and Taylor expanding up to O(✏) gives the scaling relation
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The expression of the dilatation equation in momentum space can be obtained either by a Fourier transform of (126), or
more simply, exploiting directly (125). In the latter case, using the translational invariance of the correlator under the
integral, by removing the �-function constraint, one obtains
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We perform the change of variables p
i

= p0
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/� on the right-hand-side (rhs) of the equation above (first line) with
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Setting � = 1/s this generates the condition
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and with s ⇠ 1 + ✏, expanding at O(✏) we generate the equation
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There are some important comments to be made. The action of any differential operator which is separable on each of
the coordinate x

i

, once transformed to momentum space, is not that of a derivation, if we want to differentiate only the
independent momenta. This because of momentum conservation, which is a consequence of translational invariance of the
correlator. This point has been illustrated at length in [? ], to which we refer for further details. Notice that in (131) the
sum runs over the first n� 1 momenta. The equations, though, must be reduced to a scalar form and at that stage their
hypergeometric structure will appear clear. The realization of the existence of such hypergeometric structure is a result
of two independent analysis [? ] and [? ].
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We	need	 to	solve	

We consider scalar quasi primary fields Oi with scale dimensions ηi and define the three-point

function

G123(p1, p2) = ⟨O1(p1)O2(p2)O3(−p1 − p2)⟩ . (32)

The three-point correlator is a function of the two independent momenta p1 and p2, from which

one can construct three independent scalar quantities, namely p21, p
2
2 and p1 · p2. We trade the

last invariant for p23 in order to manifest the symmetry properties of G123 under the exchange

of any couple of operators.

We observe that scale invariance, the first equation in Eq.(11), implies that G123 is a homo-

geneous function of degree α = −d + 1
2(η1 + η2 + η3). Therefore it can be written in the

form

G123(p
2
1, p

2
2, p

2
3) = (p23)

−d+ 1

2
(η1+η2+η3)Φ(x, y) with x =

p21
p23

, y =
p22
p23

, (33)

where we have introduced the dimensionless ratios x and y, which must not be confused with

coordinate points. The dilatation equation only fixes the scaling behavior of the three-point

correlator giving no further information on the dimensionless function Φ(x, y).

The last equation of (11), which describes the invariance under special conformal transfor-

mations, is the most predictive one and, as we shall see, completely determines Φ(x, y) up to a

multiplicative constant.

To show this, we start by rewriting Eq.(11) in a more useful form by introducing a change of

variables from (p21, p
2
2, p

2
3) to (x, y, p23). The derivatives respect to the momentum components

are re-expressed in terms of derivatives of the momentum invariants and their ratios as

∂

∂pµ1
= 2(p1µ + p2µ)
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2
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((1− y)p2µ − y p1µ)

∂

∂y
. (34)

Similar but lengthier formulas hold for second derivatives. Also notice that the derivatives

with respect to p23 can be removed using the solution of the dilatation constraint in Eq.(33).

Therefore we are left with a differential equation in the two dimensionless variables x and y.

Due to the vector nature of the special conformal transformations, Eq.(11) can be projected

out on the two independent momenta p1 and p2, obtaining a system of two coupled second

order partial differential equations (PDE) for the function Φ(x, y). After several non trivial
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The	equations	are	found	 to	become	a	hypergeometric	 system	of	rank-4	
manipulations, these can be recast in the simple form
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[

x(1− x) ∂2

∂x2 − y2 ∂2

∂y2 − 2 x y ∂2

∂x∂y + [γ − (α + β + 1)x] ∂
∂x

−(α + β + 1)y ∂
∂y − αβ

]

Φ(x, y) = 0 ,
[

y(1− y) ∂2

∂y2 − x2 ∂2

∂x2 − 2 x y ∂2

∂x∂y + [γ′ − (α + β + 1)y] ∂
∂y

−(α + β + 1)x ∂
∂x − αβ

]

Φ(x, y) = 0 ,

(35)

with the parameters α, β, γ, γ′ defined in terms of the scale dimensions of the three scalar

operators as

α =
d

2
−
η1 + η2 − η3

2
, γ =

d

2
− η1 + 1 ,

β = d−
η1 + η2 + η3

2
, γ′ =

d

2
− η2 + 1 . (36)

It is interesting to observe that the system of equations in (35), coming from the invariance

under special conformal transformations, is exactly the system of partial differential equations

defining the hypergeometric Appell’s function of two variables, F4(α, β; γ, γ′; x, y), with coef-

ficients given in Eq.(36). The Appell’s function F4 is defined as the double series (see, e.g.,

[20, 21, 22] for thorough discussions of the hypergeometric functions and their properties)

F4(α, β; γ, γ
′; x, y) =

∞
∑

i=0

∞
∑

j=0

(α)i+j (β)i+j

(γ)i (γ′)j

xi

i!

yj

j!
(37)

where (α)i = Γ(α+ i)/Γ(α) is the Pochhammer symbol.

It is known that the system of partial differential equations (35), besides the hypergeometric

function introduced in Eq.(37), has three other independent solutions given by

S2(α, β; γ, γ
′; x, y) = x1−γ F4(α− γ + 1, β − γ + 1; 2− γ, γ′; x, y) ,

S3(α, β; γ, γ
′; x, y) = y1−γ′

F4(α− γ′ + 1, β − γ′ + 1; γ, 2− γ′; x, y) ,

S4(α, β; γ, γ
′; x, y) = x1−γ y1−γ′

F4(α− γ − γ′ + 2, β − γ − γ′ + 2; 2− γ, 2− γ′; x, y) .

(38)

Therefore the function Φ(x, y), solution of (35), is a linear combination of the four independent

hypergeometric functions, i.e.
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4
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ci(η1, η2, η3)Si(α, β; γ, γ
′; x, y) , (39)
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⎪
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Ki ≡
∂2

∂pi∂pi
+

d+ 1− 2∆i

pi

∂

∂pi
(3.8)

with the expression (3.7) which can be split into the two independent equations

∂2Φ

∂pi∂pi
+

1

pi

∂Φ

∂pi
(d+ 1− 2∆1)−

∂2Φ

∂p3∂p3
−

1

p3

∂Φ

∂p3
(d+ 1− 2∆3) = 0 i = 1, 2. (3.9)

Defining
Kij ≡ Ki −Kj (3.10)

Eqs. (3.9) take the form
Kκ

13Φ = 0 and Kκ
23Φ = 0. (3.11)

which is equivalent to a hypergeometric system of equations with solutions given by linear combinations of
Appell’s functions F4.

4 Hypergeometric systems

Appell’s hypergeometric functions F1(x, y), F2(x, y), F3(x, y), F4(x, y) are defined by the hypergeometric
series:

F1

(

a; b1, b2
c

∣

∣

∣

∣

x, y

)

=
∞
∑

n=0

∞
∑

m=0

(a)n+m (b1)n (b2)m
(c)n+m n!m!

xn ym, (4.1)

F2

(

a; b1, b2
c1, c2

∣

∣

∣

∣

x, y

)

=
∞
∑

n=0

∞
∑

m=0

(a)n+m (b1)n (b2)m
(c1)n (c2)m n!m!

xn ym, (4.2)

F3

(

a1, a2; b1, b2
c

∣

∣

∣

∣

x, y

)

=
∞
∑

n=0

∞
∑

m=0

(a1)n(a2)m(b1)n(b2)m
(c)n+m n!m!

xn ym, (4.3)

F4(a, b, c1, c2;x, y) ≡ F4

(

a; b

c1, c2

∣

∣

∣

∣

x, y

)

=
∞
∑

n=0

∞
∑

m=0

(a)n+m (b)n+m

(c1)n (c2)m n!m!
xn ym (4.4)

and are bivariate generalizations of the Gauss hypergeometric series

2F1

(

A, B

C

∣

∣

∣

∣

z

)

=
∞
∑

n=0

(A)n (B)n
(C)n n!

zn. (4.5)

with the (Pochhammer) symbol (α)k given by

(α)k ≡ (α, k) ≡
Γ(α+ k)

Γ(α)
= α(α + 1) . . . (α+ k − 1). (4.6)

An account of many of the properties of such functions and a discussion of the univariate cases, when the two
variables coalesce, can be found in [44] and related works. They extend Euler’s hypergeometric equation of 2F1
function Euler’s equation for (4.5)

z(1− z)
d2y(z)

dz2
+
(

C − (A+B + 1)z
)dy(z)

dz
−AB y(z) = 0. (4.7)

This is classified as a Fuchsian equation with singularities at z = 0, z = 1 and z = ∞. When the two arguments
x, y of Appell’s functions are algebraically related, the univariate specialisations satisfy Fuchsian ordinary dif-
ferential equations.
The proof that the CWIs of 3-point functions are hypergeometric systems of equations has been shown inde-
pendently in [40] and [41]. We recall that, in the case of Appell functions, the hypergeometric system takes the
form
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`The	hypergeometric	 system	of	equations	corrispondign	 to	F4,	can	also	be	obtained	by	first	rewriting	 the	special	CWI's	
which	are	four-vector	equations	 to	the	scalar	form		(Bzowsky,	McFadden,	Skenderis,	 2013)	

If we redefine

C = cS12
πd/2

4∆1−d/2

Γ(d/2−∆1)

Γ(∆1)
(2.33)

in terms of the new integration constant cS12, the two-point function reads as

GS(p
2) = δ∆1∆2

cS12
πd/2

4∆1−d/2

Γ(d/2−∆1)

Γ(∆1)
(p2)∆1−d/2 , (2.34)

and after a Fourier transform in coordinate space takes the familiar form

⟨O1(x1)O2(x2)⟩ ≡ F .T .
[

GS(p
2)
]

= δ∆1∆2
cS12

1

(x2
12)

∆1
, (2.35)

where x12 = x1 − x2.

3 The hypergeometric structure from 3-point functions F4

In the case of a scalar correlator of 3-point functions, all the anomalous conformal WI’s can be re-expressed
in scalar form by taking as independent momenta the magnitude pi =

√

p2i as the three independent variables,
due to momentum conservation. The original equations take the form

Kκ(pi) ≡
2
∑

j=1

(

2(∆j − d)
∂

∂pκj
+ pκj

∂2

∂pαj ∂p
α
j

− 2pαj
∂2

∂pκj ∂p
α
j

)

Φ(p1, p2, p̄3) = 0, (3.1)

for the special conformal and

D(pi) ≡

(

2
∑

i=1

pαi
∂

∂pαi
+∆′

)

Φ(p1, p2, p̄3) (3.2)

dilatation WIs, where p3 is taken as the dependent momentum (p3 = −p1 − p2). In this case Kκ(pi) takes its
scalar form and for this reason can be redefined as Kκ

scalar(pi), since the spin part Σ is absent.
Defining F(p1, p2) = Φ(p1, p2, p̄3) and using the relation

pα1
∂F
p1α

+ pα2
∂F
p2α

= p1
∂Φ

∂p1
+ p2

∂Φ

∂p2
+ p3

∂Φ

∂p3
, (3.3)

the anomalous scale equation becomes

(

∆− 2d−
3
∑

i=1

pi
∂

∂pi

)

Φ(p1, p2, p̄3) = 0. (3.4)

The relation above is derived using the chain rule

∂Φ

∂pµi
=

pµi
pi

∂Φ

∂pi
−

p̄µ3
p3

∂Φ

∂p3
. (3.5)

One can show that the special (non anomalous) conformal transformation in d dimension takes the form

Kscalar
κΦ = 0 (3.6)

with

Kκ
scalar =

3
∑

i=1

pκi Ki (3.7)
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If we redefine

C = cS12
πd/2

4∆1−d/2

Γ(d/2−∆1)

Γ(∆1)
(2.33)

in terms of the new integration constant cS12, the two-point function reads as

GS(p
2) = δ∆1∆2

cS12
πd/2

4∆1−d/2

Γ(d/2−∆1)

Γ(∆1)
(p2)∆1−d/2 , (2.34)

and after a Fourier transform in coordinate space takes the familiar form

⟨O1(x1)O2(x2)⟩ ≡ F .T .
[

GS(p
2)
]

= δ∆1∆2
cS12

1

(x2
12)

∆1
, (2.35)

where x12 = x1 − x2.

3 The hypergeometric structure from 3-point functions F4

In the case of a scalar correlator of 3-point functions, all the anomalous conformal WI’s can be re-expressed
in scalar form by taking as independent momenta the magnitude pi =

√

p2i as the three independent variables,
due to momentum conservation. The original equations take the form
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2(∆j − d)
∂
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+ pκj
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∂pαj ∂p
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j
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j
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7Ki ≡
∂2

∂pi∂pi
+

d+ 1− 2∆i

pi

∂

∂pi
(3.8)

with the expression (3.7) which can be split into the two independent equations

∂2Φ

∂pi∂pi
+

1

pi

∂Φ

∂pi
(d+ 1− 2∆1)−

∂2Φ

∂p3∂p3
−

1

p3

∂Φ

∂p3
(d+ 1− 2∆3) = 0 i = 1, 2. (3.9)

Defining
Kij ≡ Ki −Kj (3.10)

Eqs. (3.9) take the form
Kκ

13Φ = 0 and Kκ
23Φ = 0. (3.11)

which is equivalent to a hypergeometric system of equations with solutions given by linear combinations of
Appell’s functions F4.

4 Hypergeometric systems

Appell’s hypergeometric functions F1(x, y), F2(x, y), F3(x, y), F4(x, y) are defined by the hypergeometric
series:

F1

(

a; b1, b2
c

∣

∣

∣

∣

x, y

)

=
∞
∑

n=0

∞
∑

m=0

(a)n+m (b1)n (b2)m
(c)n+m n!m!

xn ym, (4.1)

F2

(

a; b1, b2
c1, c2

∣

∣

∣

∣

x, y

)

=
∞
∑

n=0

∞
∑

m=0

(a)n+m (b1)n (b2)m
(c1)n (c2)m n!m!

xn ym, (4.2)

F3

(

a1, a2; b1, b2
c

∣

∣

∣

∣

x, y

)

=
∞
∑

n=0

∞
∑

m=0

(a1)n(a2)m(b1)n(b2)m
(c)n+m n!m!

xn ym, (4.3)

F4(a, b, c1, c2;x, y) ≡ F4

(

a; b

c1, c2

∣

∣

∣

∣

x, y

)

=
∞
∑

n=0

∞
∑

m=0

(a)n+m (b)n+m

(c1)n (c2)m n!m!
xn ym (4.4)

and are bivariate generalizations of the Gauss hypergeometric series

2F1

(

A, B

C

∣

∣

∣

∣

z

)

=
∞
∑

n=0

(A)n (B)n
(C)n n!

zn. (4.5)

with the (Pochhammer) symbol (α)k given by

(α)k ≡ (α, k) ≡
Γ(α+ k)

Γ(α)
= α(α + 1) . . . (α+ k − 1). (4.6)

An account of many of the properties of such functions and a discussion of the univariate cases, when the two
variables coalesce, can be found in [44] and related works. They extend Euler’s hypergeometric equation of 2F1
function Euler’s equation for (4.5)

z(1− z)
d2y(z)

dz2
+
(

C − (A+B + 1)z
)dy(z)

dz
−AB y(z) = 0. (4.7)

This is classified as a Fuchsian equation with singularities at z = 0, z = 1 and z = ∞. When the two arguments
x, y of Appell’s functions are algebraically related, the univariate specialisations satisfy Fuchsian ordinary dif-
ferential equations.
The proof that the CWIs of 3-point functions are hypergeometric systems of equations has been shown inde-
pendently in [40] and [41]. We recall that, in the case of Appell functions, the hypergeometric system takes the
form
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Exact Correlators from Conformal Ward Identities in Momentum

Space and the Perturbative TJJ Vertex
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Abstract

We present a general study of 3-point functions of conformal field theory in momentum space,
following a reconstruction method for tensor correlators, based on the solution of the conformal
Ward identities (CWI’ s), introduced in recent works by Bzowski, McFadden and Skenderis (BMS).
We investigate and detail the structure of the CWI’s, their non-perturbative solutions and the
transition to momentum space, comparing them to perturbation theory by taking QED as an
example. We then proceed with an analysis of the TJJ correlator, presenting independent and
detailed re-derivations of the conformal equations in the reconstruction method of BMS, originally
formulated using a minimal tensor basis in the transverse traceless sector. A careful comparison
with a second basis introduced in previous studies shows that this correlator is affected by one
anomaly pole in the graviton (T) line, induced by renormalization. The result shows that the
origin of the anomaly, in this correlator, should be necessarily attributed to the exchange of a
massless effective degree of freedom. Our results are then exemplified in massless QED at one-loop
in d-dimensions, expressed in terms of perturbative master integrals. An independent analysis of
the Fuchsian character of the solutions, which bypasses the 3K integrals, is also presented. We
show that the combination of field theories at one-loop - with a specific field content of degenerate
massless scalar and fermions - is sufficient to generate the complete non-perturbative solution, in
agreement with a previous study in coordinate space. The result shows that free conformal field
theories, in specific dimensions, arrested at one-loop, reproduce the general result for the TJJ .
Analytical checks of this correspondence are presented in d = 3, 4 and 5 spacetime dimensions.
This implies that the generalized 3K integrals of the BMS solution can be expressed in terms of the
two single master integrals B0 and C0 of 2- and 3-point functions, with significant simplifications.
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the	transiton	to	the	F4	system	is	guaranteed	if	we	set	to	vanish	the	1/x,	1/y	terms	in	the	change	of	variables	

in which it is possible to substitute the derivative with respect to p3 in terms of derivatives with respect
to p2 and p1 using the dilatation Ward identities

@

@p3
An =

1

p3



(d � 2 � Nn)An �
2

X

j=1

pj
@

@pj
An

�

. (7.5)

Using the identity given above in (7.4), one derives the relation

˜C31 =

2

p2
1



L4 A1 + R A3 � R A3(p2 $ p3)

�

(7.6)

with the identification of the differential operators L and R defined in (6.39) and (6.40). In this way
it is possible to show that all the coefficients related to the secondary Ward identities are the same of
those obtained with p3 as the dependent momentum. This argument proves that in spite of the choice
of the dependent momentum, the scalar equations for the form factors related to the CWI’s remain
identical.

8 The Fuchsian approach to the solutions of the primary CWI’s and

universality

In this section we are going to investigate the Fuchsian structure of the equations. The goal of
the section is to present a new method of solution which differs from the one based on 3K integrals
presented in [14]. We should mention that the number of integration constants introduced by the
primary CWI’s, using this method, may not necessarily coincide with those presented in [14], and the
constraints imposed by the secondary CWIs, that we will not discuss, will obviously be different.
The goal of this section is twofold. We want to show first of all that the Fuchsian exponents (defined
as (ai, bj) below), are universal and characterize the entire system of equations. In the scalar case, as
well as for all the 3-point functions that we have investigated, we have verified that always the same
set of exponents (ai, bj) are generated.
The second important feature is that the method allows to characterize particular solutions of 4 and
higher point functions in some restricted kinematics, allowing a significant generalization of the analysis
presented here, with new special functions appearing in the solutions. Details of this study will be
presented in a separate work.
Being the CWI’s a system of equations, we will first solve for each of the form factors, starting from the
equations for A1, which are homogeneous, and then proceed towards the inhomogenous ones, from A2

to A4. For each form factor we identify the general solution and a particular solution, which are added
together. Then we impose the symmetry constraints on the two vector lines, due to Bose symmetry.
For example, the solution for A2 will constraint the constants appearing in the general solution of A1,
and so on for A3 and A4. The independent constants of integration are identified only at the end,
once all the constraints from A1 to A4 are put together. We have included a small section where we
summarize the final expressions of the form factors by this method.

8.1 Scalar 3-point functions

To illustrate our approach we start reviewing the case of the scalar correlator �(p1, p2, p3), which
is simpler, defined by the two homogeneous conformal equations

K31� = 0 K21� = 0 (8.1)

31

combined with the scaling equation
3

X

i=1

pi
@

@pi
� = (� � 2d)�. (8.2)

Following the approach presented in [24], the ansatz for the solution can be taken of the form

�(p1, p2, p3) = p��2d
1 xaybF (x, y) (8.3)

with x =

p22
p21

and y =

p23
p21

. Here we are taking p1 as "pivot" in the expansion, but we could
equivalently choose any of the 3 momentum invariants. � is required to be homogenous of degree
� � 2d under a scale transformation, according to (8.2), and in (8.3) this is taken into account by the
factor p��2d

1 . The use of the scale invariant variables x and y takes to the hypergeometric form of the
solution. One obtains

K21� = 4p��2d�2
1 xayb

✓

x(1 � x)

@

@x@x
+ (Ax + �)

@

@x
� 2xy

@2

@x@y
� y2

@2

@y@y
+ Dy

@

@y
+ (E +

G

x
)

◆

⇥ F (x, y) = 0 (8.4)

with

A = D = �2 + �3 � 1 � 2a � 2b � 3d

2

�(a) = 2a +

d

2

� �2 + 1

G =

a

2

(d + 2a � 2�2)

E = �1

4

(2a + 2b + 2d � �1 � �2 � �3)(2a + 2b + d � �3 � �2 + �1). (8.5)

Similar constraints are obtained from the equation K31� = 0, with the obvious exchanges (a, b, x, y) !
(b, a, y, x)

K31� = 4p��2d�2
1 xayb

✓

y(1 � y)

@

@y@y
+ (A0y + �0

)

@

@y
� 2xy

@2

@x@y
� x2 @2

@x@x
+ D0x

@

@x
+ (E0

+

G0

y
)

◆

⇥ F (x, y) = 0 (8.6)

with

A0
= D0

= A �0
(b) = 2b +

d

2

� �3 + 1

G0
=

b

2

(d + 2b � 2�3)

E0
= E. (8.7)

Notice that in (8.6) we need to set G/x = 0 in order to perform the reduction to the hypergeometric
form of the equations, which implies that

a = 0 ⌘ a0 or a = �2 � d

2

⌘ a1. (8.8)

From the equation K31� = 0 we obtain a similar condition for b by setting G0/y = 0, thereby fixing
the two remaining indices

b = 0 ⌘ b0 or b = �3 � d

2

⌘ b1. (8.9)
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equivalently choose any of the 3 momentum invariants. � is required to be homogenous of degree
� � 2d under a scale transformation, according to (8.2), and in (8.3) this is taken into account by the
factor p��2d

1 . The use of the scale invariant variables x and y takes to the hypergeometric form of the
solution. One obtains
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Notice that in (8.6) we need to set G/x = 0 in order to perform the reduction to the hypergeometric
form of the equations, which implies that

a = 0 ⌘ a0 or a = �2 � d

2

⌘ a1. (8.8)

From the equation K31� = 0 we obtain a similar condition for b by setting G0/y = 0, thereby fixing
the two remaining indices

b = 0 ⌘ b0 or b = �3 � d

2

⌘ b1. (8.9)
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The four independent solutions of the CWI’s will all be characterised by the same 4 pairs of indices
(ai, bj) (i, j = 1, 2). Setting

↵(a, b) = a + b +

d

2

� 1

2

(�2 + �3 � �1) �(a, b) = a + b + d � 1

2

(�1 + �2 + �3) (8.10)

then
E = E0

= �↵(a, b)�(a, b) A = D = A0
= D0

= � (↵(a, b) + �(a, b) + 1) . (8.11)

the solutions take the form

F4(↵(a, b), �(a, b); �(a), �0
(b); x, y) =
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1
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(�(a), i) (�0
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xi
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yj

j!
(8.12)

where (↵, i) = �(↵ + i)/�(↵) is the Pochammer symbol. We will refer to ↵ . . . �0 as to the first,. . .,
fourth parameters of F4.
The 4 independent solutions are then all of the form xaybF4, where the hypergeometric functions will
take some specific values for its parameters, with a and b fixed by (8.8) and (8.9). Specifically we have

�(p1, p2, p3) = p��2d
1

X

a,b

c(a, b, ~
�) xayb F4(↵(a, b), �(a, b); �(a), �0

(b); x, y) (8.13)

where the sum runs over the four values ai, bi i = 0, 1 with arbitrary constants c(a, b, ~
�), with ~

� =

(�1, �2, �3). Notice that (8.13) is a very compact way to write down the solution. However, once this
type of solutions of a homogeneous hypergeometric system are inserted into an inhomogenous system
of equations, the sum over a and b needs to be made explicit. For this reason it is convenient to define
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2
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to be the 4 basic (fixed) hypergeometric parameters, and define all the remaining ones by shifts respect
to these. The 4 independent solutions can be re-expressed in terms of the parameters above as
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and
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0
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(8.18)

Notice that in the scalar case, one is allowed to impose the complete symmetry of the correlator under
the exchange of the 3 external momenta and scaling dimensions, as discussed in [24]. This reduces the
four constants to just one. We are going first to extend this analysis to the case of the A1 � A4 form
factors of the TJJ .
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combined with the scaling equation
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Similar constraints are obtained from the equation K31� = 0, with the obvious exchanges (a, b, x, y) !
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Notice that in (8.6) we need to set G/x = 0 in order to perform the reduction to the hypergeometric
form of the equations, which implies that
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From the equation K31� = 0 we obtain a similar condition for b by setting G0/y = 0, thereby fixing
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Notice that in (8.6) we need to set G/x = 0 in order to perform the reduction to the hypergeometric
form of the equations, which implies that

a = 0 ⌘ a0 or a = �2 � d
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From the equation K31� = 0 we obtain a similar condition for b by setting G0/y = 0, thereby fixing
the two remaining indices

b = 0 ⌘ b0 or b = �3 � d
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⌘ b1. (8.9)

32

8.2 Form factors: the solution for A1

The solutions for the form factors A1 � A4 can be derived using a similar, but modified approach,
being the equations also inhomogenous. As previously we take as a pivot p21, and assume a symmetry
under the (P23) exchange of (p2, �2) with (p3, �3) in the correlator. In the case of two photons
�2 = �3 = d � 1.

We start from A1 by solving the two equations from (6.38)

K21A1 = 0 K31A1 = 0. (8.19)

In this case we introduce the ansatz

A1 = p��2d�4
1 xaybF (x, y) (8.20)

and derive two hypergeometric equations, which are characterised by the same indices (ai, bj) as before
in (8.8) and (8.9), but new values of the 4 defining parameters. We obtain

A1(p1, p2, p3) = p��2d�4
1

X

a,b

c(1)(a, b, ~
�) xayb F4(↵(a, b) + 2, �(a, b) + 2; �(a), �0

(b); x, y) (8.21)

with the expression of ↵(a, b), �(a, b), �(a), �0
(b) as given before, with the obvious switching of the �i

in order to comply with the new choice of the pivot (p21)
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d

2

� 1

2

(�2 + �3 � �1)
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2
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which are P23 symmetric and

�(a) = 2a +

d

2

� �2 + 1

�0
(b) = 2b +

d

2

� �3 + 1 (8.23)

with P23�(a) = �0
(b). If we require that �2 = �3, as in the TJJ case, the symmetry constraints are

easily implemented. Given that the 4 indices, if we choose p1 as a pivot, are given by

a0 = 0, b0 = 0, a1 = �2 � d

2

, b1 = �3 � d

2

(8.24)

clearly in this case a = b and �(a) = �(b). F4 has the symmetry

F4(↵, �; �, �0
; x, y) = F4(↵, �; �0, �; y, x), (8.25)

and this reflects in the Bose symmetry of A1 if we impose the constraint

c(1)(a1, b0) = c(1)(a0, b1). (8.26)
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to be the 4 basic hypergeometric parameters, with the remaining ones determined by shifts respect to these
values, the four fundamental solutions can be expressed in the form

S1(α0,β0; γ0, γ
′
0;x, y) ≡ F4(α0,β0; γ0, γ

′
0;x, y) =

∞
∑

i=0

∞
∑

j=0

(α0, i+ j) (β0, i+ j)

(γ0, i) (γ′
0, j)

xi

i!

yj

j!
(4.23)

valid for
√
x+

√
y < 1 together with

S2(α0,β0; γ0, γ
′
0;x, y) = x1−γ0 F4(α0 − γ0 + 1,β0 − γ0 + 1; 2− γ0, γ

′
0;x, y) ,

(4.24)

S3(α0,β0; γ0, γ
′
0;x, y) = y1−γ′

0 F4(α0 − γ′
0 + 1,β0 − γ′

0 + 1; γ0, 2− γ′
0;x, y) ,

(4.25)

S4(α0,β0; γ0, γ
′
0;x, y) = x1−γ0 y1−γ′

0 F4(α0 − γ0 − γ′
0 + 2,β0 − γ0 − γ′

0 + 2; 2− γ0, 2− γ′
0;x, y) .

(4.26)

Symmetrization with respect to the external momenta [40] using the formula

F4(α,β; γ, γ
′;x, y) =

Γ(γ′)Γ(β − α)

Γ(γ′ − α)Γ(β)
(−y)−α F4

(

α,α − γ′ + 1; γ,α− β + 1;
x

y
,
1

y

)

+
Γ(γ′)Γ(α− β)

Γ(γ′ − β)Γ(α)
(−y)−β F4

(

β − γ′ + 1,β; γ,β − α+ 1;
x

y
,
1

y

)

(4.27)

allows to reverse the ratios of the momenta in the expansion, and reduces the four constants to just one. The
solution can be written in the final form

Φ(p1, p2, p3) = p∆−2d
3

4
∑

i=1

ci(∆1,∆2,∆3)Si(α,β; γ, γ
′;x, y) (4.28)

where ci are arbitrary coefficients which may depend on the scale dimensions ∆i and on the spacetime dimension
d.
By using (4.27), the general symmetric solution can be identified in the form [40]

⟨O(p1)O(p2)O(p3)⟩ =
(

p23
)−d+∆t

2 C(∆1,∆2,∆3, d)
{

Γ

(

∆1 −
d

2

)

Γ

(

∆2 −
d

2

)

Γ
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d−
∆1 +∆2 +∆3

2

)

Γ

(

d−
∆1 +∆2 −∆3

2

)

× F4

(

d

2
−

∆1 +∆2 −∆3

2
, d−

∆t

2
,
d

2
−∆1 + 1,

d

2
−∆2 + 1;x, y

)

+ Γ

(

d

2
−∆1

)

Γ

(

∆2 −
d

2

)

Γ

(

∆1 −∆2 +∆3

2

)

Γ

(

d

2
+

∆1 −∆2 −∆3

2

)

× x∆1−
d
2 F4

(

∆1 −∆2 +∆3

2
,
d

2
−

∆2 +∆3 −∆1

2
,∆1 −

d

2
+ 1,

d

2
−∆2 + 1;x, y

)
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+ Γ

(

∆1 −
d

2

)

Γ

(

d

2
−∆2

)

Γ

(

−∆1 +∆2 +∆3

2

)

Γ

(

d

2
+

−∆1 +∆2 −∆3

2

)

× y∆2−
d
2 F4

(

∆2 −∆1 +∆3

2
,
d

2
−

∆1 −∆2 +∆3

2
,
d

2
−∆1 + 1,∆2 −

d

2
+ 1;x, y

)

+ Γ

(

d

2
−∆1

)

Γ

(

d

2
−∆2

)

Γ

(

∆1 +∆2 −∆3

2

)

Γ

(

−
d

2
+

∆1 +∆2 +∆3

2

)

× x∆1− d
2 y∆2−d

2 F4

(

−
d

2
+

∆t

2
,
∆1 +∆2 −∆3

2
,∆1 −

d

2
+ 1,∆2 −

d

2
+ 1;x, y

)

}

. (4.29)

It is important to verify that the symmetric solution above does not have any unphysical singularity in the
physical region, reproducing the expected behaviour in the large momentum limit p3 ≫ p1 [52]. Indeed the
previous expression, in the limit p3 ≫ p1 (expressible also as p23, p

2
2 → ∞ with p22/p

2
3 → 1 fixed), it behaves as

⟨O(p1)O(p2)O(p3)⟩ ∝ f(d,∆i) p
∆1+∆2+∆3−2d
3 (1 +O (p1/p3)) if ∆1 >

d

2
(4.30)

and

⟨O(p1)O(p2)O(p3)⟩ ∝ g(d,∆i) p
∆2+∆3−∆1−d
3 p2∆1−d

1 (1 +O (p1/p3)) if ∆1 <
d

2
, (4.31)

with f(d,∆i) and g(d,∆i) depending only on the scaling and spacetime dimensions. In the case of scalar 3-point
function, the CFT correlator is equivalent to a Feynman master integral, as one can immediately realize. The
result above in (4.29) is in complete agreement with the direct computation performed by Davydychev [53] of
such integrals, obtained by a Fourier transform of (2.13) and the use of the Mellin-Barnes method.
An equivalent version of the solution found above can be derived as in [41], where it is written in terms of K
Bessel functions as

Φ(p1, p2, p3) = C123 p
∆1−

d
2

1 p
∆2−

d
2

2 p
∆3−

d
2

3

∫ ∞

0
dxx

d
2
−1 K∆1− d

2
(p1 x)K∆2−d

2
(p2 x)K∆3− d

2
(p3 x) (4.32)

where C123 is an undetermined constant. More details are given in the appendix. The 3K integral
∫ ∞

0
ds sα−1Kλ(p1s)Kµ(p2s)Kν(p3s) =

(4.33)

=
2α−4

cα
[B(λ, µ) +B(λ,−µ) +B(−λ, µ) +B(−λ,−µ)] , (4.34)

is related to the hypergeometric functions

B(λ, µ) =
(a

c

)λ
(

b

c

)µ

Γ

(

α+ λ+ µ− ν

2

)

Γ

(

α+ λ+ µ+ ν

2

)

Γ(−λ)Γ(−µ)×

× F4

(

α+ λ+ µ− ν

2
,
α+ λ+ µ+ ν

2
;λ+ 1, µ+ 1;

a2

c2
,
b2

c2

)

, (4.35)

valid for
Reα > |Reλ|+ |Reµ|+ |Re ν|, Re (a+ b+ c) > 0.

The Bessel functions Kν satisfy the equations

∂

∂p

[

pβ Kβ(p x)
]

= −x pβ Kβ−1(px)

Kβ+1(x) = Kβ−1(x) +
2β

x
Kβ(x) (4.36)
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It is important to verify that the symmetric solution above does not have any unphysical singularity in the
physical region, reproducing the expected behaviour in the large momentum limit p3 ≫ p1 [52]. Indeed the
previous expression, in the limit p3 ≫ p1 (expressible also as p23, p

2
2 → ∞ with p22/p

2
3 → 1 fixed), it behaves as

⟨O(p1)O(p2)O(p3)⟩ ∝ f(d,∆i) p
∆1+∆2+∆3−2d
3 (1 +O (p1/p3)) if ∆1 >

d

2
(4.30)

and

⟨O(p1)O(p2)O(p3)⟩ ∝ g(d,∆i) p
∆2+∆3−∆1−d
3 p2∆1−d

1 (1 +O (p1/p3)) if ∆1 <
d

2
, (4.31)

with f(d,∆i) and g(d,∆i) depending only on the scaling and spacetime dimensions. In the case of scalar 3-point
function, the CFT correlator is equivalent to a Feynman master integral, as one can immediately realize. The
result above in (4.29) is in complete agreement with the direct computation performed by Davydychev [53] of
such integrals, obtained by a Fourier transform of (2.13) and the use of the Mellin-Barnes method.
An equivalent version of the solution found above can be derived as in [41], where it is written in terms of K
Bessel functions as
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where C123 is an undetermined constant. More details are given in the appendix. The 3K integral
∫ ∞

0
ds sα−1Kλ(p1s)Kµ(p2s)Kν(p3s) =

(4.33)

=
2α−4

cα
[B(λ, µ) +B(λ,−µ) +B(−λ, µ) +B(−λ,−µ)] , (4.34)

is related to the hypergeometric functions
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, (4.35)

valid for
Reα > |Reλ|+ |Reµ|+ |Re ν|, Re (a+ b+ c) > 0.

The Bessel functions Kν satisfy the equations

∂

∂p

[

pβ Kβ(p x)
]

= −x pβ Kβ−1(px)

Kβ+1(x) = Kβ−1(x) +
2β

x
Kβ(x) (4.36)
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It is important to verify that the symmetric solution above does not have any unphysical singularity in the
physical region, reproducing the expected behaviour in the large momentum limit p3 ≫ p1 [52]. Indeed the
previous expression, in the limit p3 ≫ p1 (expressible also as p23, p

2
2 → ∞ with p22/p

2
3 → 1 fixed), it behaves as

⟨O(p1)O(p2)O(p3)⟩ ∝ f(d,∆i) p
∆1+∆2+∆3−2d
3 (1 +O (p1/p3)) if ∆1 >

d

2
(4.30)

and

⟨O(p1)O(p2)O(p3)⟩ ∝ g(d,∆i) p
∆2+∆3−∆1−d
3 p2∆1−d

1 (1 +O (p1/p3)) if ∆1 <
d

2
, (4.31)

with f(d,∆i) and g(d,∆i) depending only on the scaling and spacetime dimensions. In the case of scalar 3-point
function, the CFT correlator is equivalent to a Feynman master integral, as one can immediately realize. The
result above in (4.29) is in complete agreement with the direct computation performed by Davydychev [53] of
such integrals, obtained by a Fourier transform of (2.13) and the use of the Mellin-Barnes method.
An equivalent version of the solution found above can be derived as in [41], where it is written in terms of K
Bessel functions as

Φ(p1, p2, p3) = C123 p
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where C123 is an undetermined constant. More details are given in the appendix. The 3K integral
∫ ∞

0
ds sα−1Kλ(p1s)Kµ(p2s)Kν(p3s) =

(4.33)

=
2α−4

cα
[B(λ, µ) +B(λ,−µ) +B(−λ, µ) +B(−λ,−µ)] , (4.34)

is related to the hypergeometric functions

B(λ, µ) =
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valid for
Reα > |Reλ|+ |Reµ|+ |Re ν|, Re (a+ b+ c) > 0.

The Bessel functions Kν satisfy the equations

∂

∂p

[

pβ Kβ(p x)
]

= −x pβ Kβ−1(px)

Kβ+1(x) = Kβ−1(x) +
2β

x
Kβ(x) (4.36)
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It is important to verify that the symmetric solution above does not have any unphysical singularity in the
physical region, reproducing the expected behaviour in the large momentum limit p3 ≫ p1 [52]. Indeed the
previous expression, in the limit p3 ≫ p1 (expressible also as p23, p

2
2 → ∞ with p22/p

2
3 → 1 fixed), it behaves as

⟨O(p1)O(p2)O(p3)⟩ ∝ f(d,∆i) p
∆1+∆2+∆3−2d
3 (1 +O (p1/p3)) if ∆1 >
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2
(4.30)

and

⟨O(p1)O(p2)O(p3)⟩ ∝ g(d,∆i) p
∆2+∆3−∆1−d
3 p2∆1−d

1 (1 +O (p1/p3)) if ∆1 <
d

2
, (4.31)

with f(d,∆i) and g(d,∆i) depending only on the scaling and spacetime dimensions. In the case of scalar 3-point
function, the CFT correlator is equivalent to a Feynman master integral, as one can immediately realize. The
result above in (4.29) is in complete agreement with the direct computation performed by Davydychev [53] of
such integrals, obtained by a Fourier transform of (2.13) and the use of the Mellin-Barnes method.
An equivalent version of the solution found above can be derived as in [41], where it is written in terms of K
Bessel functions as

Φ(p1, p2, p3) = C123 p
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where C123 is an undetermined constant. More details are given in the appendix. The 3K integral
∫ ∞

0
ds sα−1Kλ(p1s)Kµ(p2s)Kν(p3s) =

(4.33)

=
2α−4

cα
[B(λ, µ) +B(λ,−µ) +B(−λ, µ) +B(−λ,−µ)] , (4.34)

is related to the hypergeometric functions
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, (4.35)

valid for
Reα > |Reλ|+ |Reµ|+ |Re ν|, Re (a+ b+ c) > 0.

The Bessel functions Kν satisfy the equations

∂

∂p

[

pβ Kβ(p x)
]

= −x pβ Kβ−1(px)

Kβ+1(x) = Kβ−1(x) +
2β

x
Kβ(x) (4.36)
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Then	one	obtains	an	explictly	symmetric	expression	
(Bzowski,	McFadden,	Slkenderis)
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It is important to verify that the symmetric solution above does not have any unphysical singularity in the
physical region, reproducing the expected behaviour in the large momentum limit p3 ≫ p1 [52]. Indeed the
previous expression, in the limit p3 ≫ p1 (expressible also as p23, p

2
2 → ∞ with p22/p

2
3 → 1 fixed), it behaves as
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and
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2
, (4.31)

with f(d,∆i) and g(d,∆i) depending only on the scaling and spacetime dimensions. In the case of scalar 3-point
function, the CFT correlator is equivalent to a Feynman master integral, as one can immediately realize. The
result above in (4.29) is in complete agreement with the direct computation performed by Davydychev [53] of
such integrals, obtained by a Fourier transform of (2.13) and the use of the Mellin-Barnes method.
An equivalent version of the solution found above can be derived as in [41], where it is written in terms of K
Bessel functions as
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where C123 is an undetermined constant. More details are given in the appendix. The 3K integral
∫ ∞

0
ds sα−1Kλ(p1s)Kµ(p2s)Kν(p3s) =

(4.33)

=
2α−4
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[B(λ, µ) +B(λ,−µ) +B(−λ, µ) +B(−λ,−µ)] , (4.34)

is related to the hypergeometric functions
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valid for
Reα > |Reλ|+ |Reµ|+ |Re ν|, Re (a+ b+ c) > 0.

The Bessel functions Kν satisfy the equations

∂

∂p

[

pβ Kβ(p x)
]

= −x pβ Kβ−1(px)

Kβ+1(x) = Kβ−1(x) +
2β

x
Kβ(x) (4.36)
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It is important to verify that the symmetric solution above does not have any unphysical singularity in the
physical region, reproducing the expected behaviour in the large momentum limit p3 ≫ p1 [52]. Indeed the
previous expression, in the limit p3 ≫ p1 (expressible also as p23, p

2
2 → ∞ with p22/p

2
3 → 1 fixed), it behaves as
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2
, (4.31)

with f(d,∆i) and g(d,∆i) depending only on the scaling and spacetime dimensions. In the case of scalar 3-point
function, the CFT correlator is equivalent to a Feynman master integral, as one can immediately realize. The
result above in (4.29) is in complete agreement with the direct computation performed by Davydychev [53] of
such integrals, obtained by a Fourier transform of (2.13) and the use of the Mellin-Barnes method.
An equivalent version of the solution found above can be derived as in [41], where it is written in terms of K
Bessel functions as
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where C123 is an undetermined constant. More details are given in the appendix. The 3K integral
∫ ∞

0
ds sα−1Kλ(p1s)Kµ(p2s)Kν(p3s) =

(4.33)

=
2α−4

cα
[B(λ, µ) +B(λ,−µ) +B(−λ, µ) +B(−λ,−µ)] , (4.34)

is related to the hypergeometric functions
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valid for
Reα > |Reλ|+ |Reµ|+ |Re ν|, Re (a+ b+ c) > 0.

The Bessel functions Kν satisfy the equations
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∂p

[

pβ Kβ(p x)
]

= −x pβ Kβ−1(px)

Kβ+1(x) = Kβ−1(x) +
2β

x
Kβ(x) (4.36)
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It is important to verify that the symmetric solution above does not have any unphysical singularity in the
physical region, reproducing the expected behaviour in the large momentum limit p3 ≫ p1 [52]. Indeed the
previous expression, in the limit p3 ≫ p1 (expressible also as p23, p

2
2 → ∞ with p22/p

2
3 → 1 fixed), it behaves as
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and
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2
, (4.31)

with f(d,∆i) and g(d,∆i) depending only on the scaling and spacetime dimensions. In the case of scalar 3-point
function, the CFT correlator is equivalent to a Feynman master integral, as one can immediately realize. The
result above in (4.29) is in complete agreement with the direct computation performed by Davydychev [53] of
such integrals, obtained by a Fourier transform of (2.13) and the use of the Mellin-Barnes method.
An equivalent version of the solution found above can be derived as in [41], where it is written in terms of K
Bessel functions as
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where C123 is an undetermined constant. More details are given in the appendix. The 3K integral
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cα
[B(λ, µ) +B(λ,−µ) +B(−λ, µ) +B(−λ,−µ)] , (4.34)

is related to the hypergeometric functions

B(λ, µ) =
(a

c

)λ
(

b

c

)µ

Γ

(

α+ λ+ µ− ν

2

)

Γ

(

α+ λ+ µ+ ν

2

)

Γ(−λ)Γ(−µ)×

× F4

(

α+ λ+ µ− ν

2
,
α+ λ+ µ+ ν

2
;λ+ 1, µ+ 1;

a2

c2
,
b2

c2

)

, (4.35)

valid for
Reα > |Reλ|+ |Reµ|+ |Re ν|, Re (a+ b+ c) > 0.

The Bessel functions Kν satisfy the equations

∂

∂p

[

pβ Kβ(p x)
]

= −x pβ Kβ−1(px)

Kβ+1(x) = Kβ−1(x) +
2β

x
Kβ(x) (4.36)
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Exact Correlators from Conformal Ward Identities in Momentum

Space and the Perturbative TJJ Vertex

Claudio Corianò and Matteo Maria Maglio

Dipartimento di Matematica e Fisica "Ennio De Giorgi"
Università del Salento and INFN Lecce,

Via Arnesano, 73100 Lecce, Italy

Abstract

We present a general study of 3-point functions of conformal field theory in momentum space,
following a reconstruction method for tensor correlators, based on the solution of the conformal
Ward identities (CWI’ s), introduced in recent works by Bzowski, McFadden and Skenderis (BMS).
We investigate and detail the structure of the CWI’s, their non-perturbative solutions and the
transition to momentum space, comparing them to perturbation theory by taking QED as an
example. We then proceed with an analysis of the TJJ correlator, presenting independent and
detailed re-derivations of the conformal equations in the reconstruction method of BMS, originally
formulated using a minimal tensor basis in the transverse traceless sector. A careful comparison
with a second basis introduced in previous studies shows that this correlator is affected by one
anomaly pole in the graviton (T) line, induced by renormalization. The result shows that the
origin of the anomaly, in this correlator, should be necessarily attributed to the exchange of a
massless effective degree of freedom. Our results are then exemplified in massless QED at one-loop
in d-dimensions, expressed in terms of perturbative master integrals. An independent analysis of
the Fuchsian character of the solutions, which bypasses the 3K integrals, is also presented. We
show that the combination of field theories at one-loop - with a specific field content of degenerate
massless scalar and fermions - is sufficient to generate the complete non-perturbative solution, in
agreement with a previous study in coordinate space. The result shows that free conformal field
theories, in specific dimensions, arrested at one-loop, reproduce the general result for the TJJ .
Analytical checks of this correspondence are presented in d = 3, 4 and 5 spacetime dimensions.
This implies that the generalized 3K integrals of the BMS solution can be expressed in terms of the
two single master integrals B0 and C0 of 2- and 3-point functions, with significant simplifications.
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TTT in CFT:

Trace Identities and the Conformal Anomaly Effective Action

(1)Claudio Corianò, (1)Matteo Maria Maglio and (2)Emil Mottola

(1)Università del Salento and INFN Lecce,
Via Arnesano, 73100 Lecce, Italy
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Abstract

Stress-energy correlation functions in a general Conformal Field Theory (CFT) in d = 4 dimen-
sions are described in a covariant approach, by metric variations of the quantum effective action in
an arbitrary background gravitational field. All conservation, trace and conformal Ward Identities,
including contact terms, are completely fixed in this approach. Applied to the ⟨TTT ⟩ correlator of
three stress-energy tensors, its conformal trace anomaly contribution is computed by three metric
variations of the exact 1PI quantum anomaly effective action. The result is shown to coincide
with the algebraic reconstruction of the trace parts of the correlator separately from its transverse,
tracefree parts, determined independently by the solution of the Conformal Ward Identities (CWIs)
directly in flat space in the momentum representation. In particular, the specific analytic structure
and massless poles predicted by the trace anomaly effective action are precisely what is obtained
by the reconstruction of the trace parts from the CWIs, showing that the massless scalar anomaly
poles in ⟨TTT ⟩ are a necessary feature of the exact solution of the anomalous CWIs in any CFT.
The physical implications of this result are discussed.

1
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The General 3-Graviton Vertex (TTT ) of Conformal Field Theories
in Momentum Space in d = 4

Claudio Corianò and Matteo Maria Maglio

Dipartimento di Matematica e Fisica "Ennio De Giorgi"

Università del Salento
and

INFN Lecce,
Via Arnesano, 73100 Lecce, Italy

Abstract

We present a study of the correlation function of three stress-energy tensors in d dimensions
using free field theory realizations, and compare them to the exact solutions of their conformal Ward
identities (CWI’s) obtained by a general approach in momentum space. The identification of the
corresponding form factors is performed within a reconstruction method, based on the identification
of the transverse traceless components (A

i

) of the same correlator. The solutions of the primary
CWI’ s are found by exploiting the universality of the Fuchsian indices of the conformal operators
and a re-arrangement of the corresponding inhomogenous hypergeometric systems. We confirm the
number of constants in the solution of the primary CWI’s of previous analysis. In our comparison
with perturbation theory, we discuss scalar, fermion and spin 1 exchanges at 1-loop in dimensional
regularization. Explicit checks in d = 3, 4, 5 prove the consistency of this correspondence. By
matching the 3 constants of the CFT solution with the 3 free field theory sectors available in d = 4,
the general solutions of the conformal constraints is expressed just in terms of ordinary scalar
2- and 3-point functions (B0, C0). We show how the renormalized d = 4 TTT vertex separates
naturally into the sum of a traceless and an anomaly part, the latter determined by the anomaly
functional and generated by the renormalization of the correlator in dimensional regularization.
The result confirms the emergence of anomaly poles and effective massless exchanges as a specific
signature of conformal anomalies in momentum space, directly connected to the renormalization
of the corresponding gravitational vertices, generalizing the behaviour found for the TJJ vertex in
previous works.
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The	general		reconstruction	method	 is	due	to	BMS

BMS

We	have	provided	 a	simplified	 analysis	of	the	TJJ	and	TTT	by	matching	the	general	reconstruction	
to	free	field	theory



The	general	(nonperturbative)	 result	obtained	 for	this	and	other	correlators	can	be	simplified	 by	choosing	
3	independent	 field	 theory	solutions	 which	are	conformal	at	1-loop	 (e.g.	QED,	QCD)	

The	simplification	 is	drastic	and	allows	to	avoid	all	the	complications	related	to	the	renomalization	of	
the	3K	integrals.	

How	to	proceed the	TTT	Case	

Ward identities are universal for such systems of equations [7]. We will show how to re-arrange the
hypergeometric differential equations of the CWI’s in such a way to generate their non-homogenous
solutions starting from the homogenous ones, extending our method from the TJJ to the TTT . This
parts of our analysis is quite independent of the rest of the work but it confirms that the set of the
primary CWI’s is indeed determined by a set of 5 constants, in agreement with [26]. This provides a
second independent check on the number of constants present in such solutions before the imposition
of the constraints of momentum conservation (secondary Ward identities).

As we are going to show in a forthcoming work, our approach can be extended in order to look
for special solutions for more general correlators, of 4- and higher points, which are, obviously, not
completely fixed by the underlying conformal symmetry. We hope to come back to this point in the
future.

1.5 Perturbative solutions

One of the main issues with the general solution is that it gets very involved in the presence of di-
vergences, and requires an entirely new regularization procedure for such 3K integrals, which, however,
does not make transparent the fact that the result has to be clearly equivalent to the perturbative one.
We have not attempted to compare our results with those of [30] for d = 4, but we have verified their
complete agreement in d = 3 and 5 using our d-dimensional computation. By the same token, the
anomalous CWI’s will be derived using our Lagrangian framework and are as general as those derived
in [30], but in a far more direct and simplified form.
The study of the matching between the general and the perturbative solutions, and the check of their
equivalence, will be done by working in d = 3 and 5 dimensions, in order to prove the consistency of
our results with the general solution obtained from CFT [26]. The matching to perturbation theory
brings in significant simplification of the general solution in terms of 3K integrals, or the very same
solution in terms of Appell’s hypergeometrics that we will present below.
Notice that due to the need or regularizing the solution, 3K integrals [26, 31, 30, 27] are not the master
integrals of perturbation theory, since the propagators appearing in the loop - after a suitable conver-
sion - do not carry integers exponents. They cannot be handled by the ordinary reduction procedures
which are typical of the multiloop analysis in QCD, due to the need of shifting the exponents in the
Feynman propagators of the integrands by a (real) regulator. This has motivated us to reconsider inde-
pendently all the BMS reconstruction [30] from a simple perturbative perspective. While this follows
overall the original proposal, some of the relations concerning the projected special CWI’s have been
reobtained using an independent strategy. For instance, we have made an extensive use of Lorentz
Ward identities, not mentioned in the original work, in order to come to a final agreement with the
expressions quoted in [30].

2 The TTT and TTO correlators

We start by stating our definitions and conventions. We introduce the ordinary definition of the
energy-momentum tensor in terms of the generating functional of the theory W in the Euclidean case

hTµ⌫

(x)i =

2

p

g(x)

�W
�g

µ⌫

(x)

(2.1)

where
W =

1

N

Z

D � e�S (2.2)

5

with N a normalization factor. � denotes all the quantum fields of the theory and S is the quantum
action. For the multi-graviton vertices, it is convenient to define the corresponding correlation function
as the n-th functional variation with respect to the metric of the generating functional W evaluated in
the flat-space limit

hTµ1⌫1
(x1) . . . Tµ

n

⌫

n

(x
n

)i ⌘


2

p

g(x1)
. . .

2

p

�g(x
n

)

�nW
�g

µ1⌫1(x1) . . . �g
µn⌫n(x

n

)

�

flat

= 2

n

�nW
�g

µ1⌫1(x1) . . . �g
µn⌫n(x

n

)

�

�

�

�

flat

(2.3)

so that it is explicitly symmetric with respect to the exchange of the metric tensors. The 3-point
function we are interested in studying is found through (2.3) for n = 3

hTµ1⌫1
(x1)T

µ2⌫2
(x2)T

µ3⌫3
(x3)i = 8

⇢

�
⌧

�S

�g
µ1⌫1(x1)

�S

�g
µ2⌫2(x2)

�S

�g
µ3⌫3(x3)

�

+

⌧

�2S

�g
µ1⌫1(x1)�gµ2⌫2(x2)
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µ3⌫3(x3)

�

+

⌧
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�
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µ1⌫1(x1)�gµ2⌫2(x2)�gµ3⌫3(x3)

��

(2.4)

where the angle brackets denote the vacuum expectation value. The last term is identically zero in
DR, being proportional to a massless tadpole. The first term on the rhs of (2.4) has the diagrammatic
representation of a triangle topology, while the contribution of a second functional derivative times a
single derivative of the action is interpreted in the perturbative analysis as a bubble diagram. We will
keep in mind such decompositon which will be relevant in the last paper of our work once we come to
the perturbative analysis .

3 Canonical and trace Ward Identities

The conformal constraints for the TTT correspond to dilatation and special conformal transforma-
tions, beside the usual Lorentz symmetries. Generically

3
X

j=1

G
g

(x
j

) hTµ1⌫1
(x1) Tµ2⌫2

(x2) Tµ3⌫3
(x3)i = 0, (3.1)

where G
g

are the generators of the infinitesimal symmetry transformations. Among these, the conser-
vation WI in flat space of the stress-energy tensor can be obtained by requiring the invariance of W[g]

under diffeomorphisms of the background metric

W[g] = W[g0] (3.2)

where g0 is the transformed metric under the general infinitesimal coordinate transformation xµ !
x0µ

= xµ � ✏µ

�g
µ⌫

= r
µ

✏
⌫

+ r
⌫

✏
µ

. (3.3)

It generates the relation
r

⌫

hTµ⌫i = 0 (3.4)
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while naive scale invariance gives the traceless condition

g
µ⌫

hTµ⌫i = 0. (3.5)

These have been the only constraints taken into account in previous perturbative studies of the TJJ
[5, 4, 22] and TTT [29]. The functional differentiation of (3.4) and (3.5) allows to derive ordinary
Ward identities for the various correlators. For the three point function case these take the form

@
⌫

hTµ⌫

(x1)T
⇢�

(x2)T
↵�

(x3)i =



hT ⇢�

(x1)T
↵�

(x3)i@µ�(x1, x2) + hT↵�

(x1)T
⇢�

(x2)i@µ�(x1, x3)

�

�


�µ⇢hT ⌫�

(x1)T
↵�

(x3)i + �µ�hT ⌫⇢

(x1)T
↵�

(x3)i
�

@
⌫

�(x1, x2)

�


�µ↵hT ⌫�

(x1)T
⇢�

(x2)i + �µ�hT ⌫↵

(x1)T
⇢�

(x2)i
�

@
⌫

�(x1, x3) . (3.6)

In order to move to momentum space we fix some conventions. The Fourier transform of the correlators
is defined as

hTµ1⌫1
(p1) Tµ2⌫2

(p2) Tµ3⌫3
(p3)i =

Z

ddx1d
dx2d

dx3e
i(p1·x1+p2·x2+p3·x3) hTµ1⌫1

(x1) Tµ2⌫2
(x2) Tµ3⌫3

(x3)i

(3.7)

and similarly for the 2-point function. Translational invariance introduces an overall �(P ) with P being
the sum of all the (incoming) momenta, with the generation of derivative terms �0(P ), after the action
of the special conformal transformations on the integrand. Such terms can be investigated rigorously
using the theory of tempered distributions, formulated using a symmetric basis. The analysis has been
presented in [7] for a Gaussian basis, to which we refer for more details. In our conventions, we have
chosen p3 as the dependent momentum p3 ! �p1 � p2. Eq. (3.6) becomes

p1⌫1 hTµ1⌫1
(p1) Tµ2⌫2

(p2) Tµ3⌫3
(p3)i = �pµ1

2 hTµ2⌫2
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(3.8)

In the next section, in order to clarify that differentiation in p3 has to be performed with the chain
rule, we will denote with p̄µ3 ⌘ �pµ1 � pµ2 , the dependent momentum, and the independent 4-momenta
will be pµ1 and pµ2 . Concerning the naive identity (3.5), it generates the non-anomalous condition

g
µ1⌫1 hTµ1⌫1

(p1) Tµ2⌫2
(p2) Tµ3⌫3

(p3)i = 0 (3.9)

valid in the d 6= 4 case.
After renormalization this equation is modified by the contribution of the conformal anomaly, given
by the general expression
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In order to move to momentum space we fix some conventions. The Fourier transform of the correlators
is defined as
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and similarly for the 2-point function. Translational invariance introduces an overall �(P ) with P being
the sum of all the (incoming) momenta, with the generation of derivative terms �0(P ), after the action
of the special conformal transformations on the integrand. Such terms can be investigated rigorously
using the theory of tempered distributions, formulated using a symmetric basis. The analysis has been
presented in [7] for a Gaussian basis, to which we refer for more details. In our conventions, we have
chosen p3 as the dependent momentum p3 ! �p1 � p2. Eq. (3.6) becomes
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In the next section, in order to clarify that differentiation in p3 has to be performed with the chain
rule, we will denote with p̄µ3 ⌘ �pµ1 � pµ2 , the dependent momentum, and the independent 4-momenta
will be pµ1 and pµ2 . Concerning the naive identity (3.5), it generates the non-anomalous condition
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valid in the d 6= 4 case.
After renormalization this equation is modified by the contribution of the conformal anomaly, given
by the general expression
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being the contributions to the � functions coming from scalars (S), fermions (F ) and vectors (G). We
have defined the two tensors
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being the square of the Weyl conformal tensor and the Euler-Poincaré density respectively, while R
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is the Riemann curvature tensor and R
ab

and R are the Ricci tensor and the Ricci scalar, respectively.
Then we get the anomalous WI
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We just remark that the solutions of all the conformal constraints, in this study, are obtained by working
with the non-anomalous expressions of the corresponding CWI’s, while the anomaly contributions, as
in (3.13), are obtained only after taking the d ! 4 limit of the general solution and the inclusion of the
corresponding counterterms. All these points will be investigated rather thoroughly in the following
sections. We briefly pause to comment on the relation between the current and previous analysis [29] of
the TTT in free field theory. The expression for the TTT given in [29] has been presented in a complete
form only for the gravitational amplitude g1(p1) ! g2(p2) + g3(p3), with g2 and g3 on-shell gravitons,
which is quite involved. The expression given in [29] breaks the full symmetry of the correlator and
requires a basis of 13 form factors, which is nonminimal. A symmetric and manageable reconstruction
of this vertex requires a complete reanalysis of the correlator, with the inclusion also of the special
conformal and dilatation constraints, which lower the number of independent form factors to a minimal
number, which will be 5. This is the step that we are going to undertake starting from the next section.

4 Special conformal and dilatation WI’s

Dilatation and special conformal WI’s in position space can be derived in various ways, and the
transition to momentum space can be made rigorous by taking suitable distributional limits of the
derivative of the Dirac delta functions, as discussed by us in [7]. In coordinate space, for the TTT , the
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special CWI’s take the form
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written in terms of a scalar contribution
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and of spin parts. In momentum space this becomes with �
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Notice that the spin part acts only on two of the three tensors, in this case Tµ1⌫1
(p1) and Tµ2⌫2

(p2),
leaving Tµ3⌫3 as a spin singlet [7]. Notice that the Leibnitz rule for the action of the conformal operator
K is violated and the differentiation respect to the third momentum is performed implicitly. The final
result shown above, as explictly discussed in [7], is a consequence of the Lorentz WI, which has to be
used quite extensively. This takes the form
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spin part, with ¯

⌃ being the spin generators of SO(4) in the vector representation
�

¯

⌃

⇢�

�

µ↵

= i (�
⇢µ

�
�↵

� �
⇢↵

�
�µ

) . (4.6)

In the case of the TTT this gives

0 =

3
X

j=1

L
µ⌫

(x
j

) hTµ1⌫1
(x1)T

µ2⌫2
(x2)T

µ3⌫3
(x3)i

=

3
X

j=1

i

 

xµ

j

@

@x
j

⌫

� x⌫

j

@

@x
j

µ

!

hTµ1⌫1Tµ2⌫2Tµ3⌫3i + 2(

¯

⌃

µ⌫

)

(µ1
↵1

hT ⌫1)↵1Tµ2⌫2Tµ3⌫3i

+ 2(

¯

⌃

µ⌫

)

(µ2
↵2

hTµ1⌫1T ⌫2)↵2Tµ3⌫3i + 2(

¯

⌃

µ⌫

)

(µ3
↵3

hTµ1⌫1Tµ2⌫2T ⌫3)↵3i (4.7)

9



special CWI’s take the form
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and of spin parts. In momentum space this becomes with �
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and takes the form in momentum space
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Similarly, the dilatation WI in coordinate space
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can be rewritten in momentum space in the form
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5 Reconstruction in the BMS approach

In this section we are going to review the reconstruction method of [26] with the inclusion of extra
derivations and details specific to the TTT case, which may illustrate more clearly its formulation. The
basic idea of the approach is to introduce a symmetric decomposition of the correlator in terms of its
transverse traceless and longitudinal sectors. A second ingredient is that the second order differential
equations (primary WI’s) which act on the corresponding form factors separate from the first order
ones coming from the conservation Ward identities (secondary WI’s).
For this one needs the transverse, transverse-traceless and longitudinal projectors
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↵�

,

Iµ⌫

↵

=

1

p2



2p(µ�⌫)
↵

� p
↵

d � 1

(�µ⌫ + (d � 2)
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) �
p
↵

p
�

p2

✓

�µ⌫ + (d � 2)
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⇣
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. (5.2)

The previous identities allows to decompose a symmetric tensor into its transverse traceless (via ⇧),
longitudinal (via L) and trace parts (via ⌧), or on the sum of the combined longitudinal and trace
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5 Reconstruction in the BMS approach

In this section we are going to review the reconstruction method of [26] with the inclusion of extra
derivations and details specific to the TTT case, which may illustrate more clearly its formulation. The
basic idea of the approach is to introduce a symmetric decomposition of the correlator in terms of its
transverse traceless and longitudinal sectors. A second ingredient is that the second order differential
equations (primary WI’s) which act on the corresponding form factors separate from the first order
ones coming from the conservation Ward identities (secondary WI’s).
For this one needs the transverse, transverse-traceless and longitudinal projectors
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The previous identities allows to decompose a symmetric tensor into its transverse traceless (via ⇧),
longitudinal (via L) and trace parts (via ⌧), or on the sum of the combined longitudinal and trace
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projectors

contributions (via ⌃). Each insertion of stress energy tensor is separated into its longitudinal, transverse
traceless and trace parts, in the notation of [26]

Tµ⌫

= tµ⌫ + tµ⌫
loc

(5.3)

with

tµ⌫
loc

(p) =

pµ

p2
Q⌫

+

p⌫

p2
Qµ � pµp⌫

p4
Q +

⇡µ⌫

d � 1

(T � Q

p2
)

= ⌃

µ⌫

↵�

T↵� (5.4)

and
Qµ

= p
⌫

Tµ⌫ , T = �
µ⌫

Tµ⌫ , Q = p
⌫

p
µ

Tµ⌫ (5.5)

tµ⌫
loc

= Iµ⌫

↵

Q↵

+

⇡µ⌫

d � 1

T. (5.6)

We turn to the case of the the 3-graviton vertex. By acting with these projectors on the TTT , the
3-point function is divided into two parts: the transverse-traceless part and the local part (indicated
by subscript loc) expressible through the transverse and trace Ward Identities. We will be using the
suffix "i" in K

i

, ⇡
i

, ⇧
i

to indicate operators of momentum p
i

. In the notation of [26], the transverse
traceless contributions are denoted as

htµ1⌫1
(p1)t

µ2⌫2
(p2)t

µ3⌫3
(p3)i = ⇧1

µ1⌫1
↵1�1

⇧2
µ2⌫2
↵2�2

⇧3
µ3⌫3
↵3�3

hT↵1�1
(p1)T

↵2�2
(p2)T

↵3�3
(p3)i (5.7)

while the local contributions, defined by either longitudinal or trace projections, are indicated as
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(p1)T
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(p2)T
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(p3)i = ⌃
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(p1)T
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(p2)T

µ3⌫3
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µ3⌫3
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(p3)i . (5.8)

Using the projectors ⇧ one can write the most general form of the transverse-traceless part as
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(p1) tµ2⌫2

(p2) tµ3⌫3
(p3)i = ⇧

µ1⌫1
↵1�1

(p1)⇧
µ2⌫2
↵2�2

(p2)⇧
µ3⌫3
↵3�3

(p3) X↵1�1 ↵2�2 ↵3�3 , (5.9)

where X is a general tensor of rank six built from the metric and momenta. One can enumerate all
possible tensors that can appear in X, and simplify the expansion by observing that whenever a tensor
component of X contains at least one of the following tensors

�↵1�1 , �↵2�2 , �↵3�3 , p↵1
1 , p�1

1 , p↵2
2 , p�2

2 , p↵3
3 , p�3

3 (5.10)

it will vanish after contraction with the projectors, if these carry the same momentum dependence of
each of the p

i

’s . The expansion of X is chosen to be symmetric respect to the p
i

. In this way one has
only to consider the tensors

p↵1
2 , p�1

2 , p↵2
3 , p�2

3 , p↵3
1 , p�3

1 , �↵2↵3 , �↵1↵2 , �↵1↵3 , . . . (5.11)
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and the similar ones with the other indices, and write the most general form of the transverse traceless
part as
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⇥
h

A1 p↵1
2 p�1

2 p↵2
3 p�2

3 p↵3
1 p�3

1 + A2 ��1�2p↵1
2 p↵2

3 p↵3
1 p�3

1 + A2 (p1 $ p3) ��2�3p↵2
3 p↵3

1 p↵1
2 p�1

2

+ A2 (p2 $ p3) ��3�1p↵3
1 p↵1

2 p↵2
3 p�2

3 + A3 �↵1↵2��1�2p↵3
1 p�3

1 + A3(p1 $ p3) �↵2↵3��2�3p↵1
2 p�1

2

+ A3(p2 $ p3) �↵3↵1��3�1p↵2
3 p�2

3 + A4 �↵1↵3�↵2�3p�1
2 p�2

3 + A4(p1 $ p3) �↵2↵1�↵3�1p�2
3 p�3

1

+ A4(p2 $ p3) �↵3↵2�↵1�2p�3
1 p�1

2 + A5�
↵1�2�↵2�3�↵3�1

i

(5.12)

where we have used the symmetry properties of the projectors, and the coefficients A
i

i = 1, . . . , 5, are
the form factors, scalar functions of the momentum magnitudes p2

i

.
Using the decompositions (5.3) and (5.4) the TTT can be re-expressed in terms of longitudinal and
transverse traceless operators
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or, equivalently, as
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All the terms on the right-hand side, apart from the first one, may be computed by means of transverse
and trace WI’s. The exact form of the WI’s varies with the exact definition of the operators involved,
but all these terms depend uniquely on 2-point functions.
The main goal of the approach, after introducing the A

i

’s, is to find the solution of the corresponding
scalar equations that they satisfy. These are obtained by acting with the special conformal transfor-
mations and the projectors on the representation of the TTT as given by (5.14).
The action of K on the TTT , after the projection on the transverse traceless component gets simplified.
Using the explicit expression
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one can show that terms containing two t
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and the similar ones with the other indices, and write the most general form of the transverse traceless
part as
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at	the	same	time	one	solves	the	diolatation	WI	

of K are equivalent to conservation WI’s. These are already taken into account by the action of
the ⇧ projectors on K, as clear from the right hand side of (5.24), which shows that the action of
⇧K on the local components of the TTT is still local. Combined this information with the fact that
K maps the transverse-traceless sector into itself, by solving tensorially Eq. (5.25) we account for
all the conformal constraints, except for the dilatation WI’s which needs to be considered separately.
Notice also that the Lorentz and the permutational symmetries are satisfied by construction, while the
dilatation WI’s will be diagonal respect to each of the A

i

’s, as we are going to shown below.

5.1 The dilatation WI

We illustrate the procedure of deriving scalar equations for the form factors in the simpler case
of the dilatation WI’s obtained by the decomposition (4.10). In this case it is sufficient to use the
decomposition
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and the orthogonality between ⇧ and ⌃ to obtain the relation
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which is equivalent to the equations
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5 A
i

(p1, p2, p3) = 0, i = 1, 2 . . . 5 (5.30)

where N
i

is the tensorial dimension of A
i

, i.e. the number of momenta multiplying the form factor A
i

and the projectors ⇧.
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the	intermediate	steps	are	rather	technical	

The procedure presented above permits us to obtain a simple second-order differential equations
and are applied in the same way for all C1j , j = 1, 2, 3.

The primary CWIs are obtained, as previously discussed, when the coefficients C1j and C2j are
equal to zero. For instance, for the A1 form factor we obtain

K31 A1 = 0, K23A1 = 0. (5.40)

Note that, from the definition (5.38), we have

K
ii

= 0, K
ji

= �K
ij

, K
ij

+ K
jk

= K
ik

(5.41)

for any i, j, k = 1, 2, 3. One can therefore subtract corresponding pairs of equations and obtain the
following system of independent partial differential equations

K13 A1 = 0, K12A1 = 0. (5.42)

Since in the hTTT i �1 = �2 = �3 = d, using the manipulations discussed above one obtains all the
primary CWIs for the form factors A

i

in the form

K13A1 = 0

K13A2 = 8A1

K13A2(p1 $ p3) = �8A1

K13A2(p2 $ p3) = 0
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K13A3(p1 $ p3) = �2A2(p1 $ p3)

K13A3(p2 $ p3) = 0

K13A4 = �4A2(p2 $ p3)

K13A4(p1 $ p3) = 4A2(p2 $ p3)

K13A4(p2 $ p3) = 4A2(p1 $ p3) � 4A2

K13A5 = 2 [A4 � A4(p1 $ p3)]

K23A1 = 0

K23A2 = 8A1

K23A2(p1 $ p3) = 0

K23A2(p2 $ p3) = �8A1

K23A3 = 2A2

K23A3(p1 $ p3) = 0

K23A3(p2 $ p3) = �2A2(p2 $ p3)

K23A4 = �4A2(p1 $ p3)

K23A4(p1 $ p3) = 4A2(p2 $ p3) � 4A2

K23A4(p2 $ p3) = 4A2(p1 $ p3)

K23A5 = 2 [A4 � A4(p2 $ p3)]

(5.43)

As already mentioned above, the solutions of these equations can be obtained by mapping them into
an hypergeometric system of equations for the Appell function F4. As shown in [20] each equation
is equivalent to a system of two coupled equations with specific indices that we have shown in [7] to
be universal. Differently from the case considered in [20] here the system of equations is far more
complicated and it has been discussed in [19] in terms of 3K integrals, which are integrals of 3 Bessel
functions. As we are going to see, the goal of the next section is to show how it is possible to use a
direct method based on the operatorial splitting of the hypergeometric differential operators in order
to relate inhomogeneous solutions to the homogeneous ones. This is obtained by re-expressing the
operators K

ij

in terms of other operators ¯K
ij

, which characterize some homogeneous equations, plus
extra operators which are first order in the derivative respect to to the momenta. The action of the
extra operators on each F4 can be rearranged by suitable shifts of the parameters in F4 and using the
few known properties of this Appell function. The method follows the simpler case discussed in [7],
that we extend. We illustrate the approach, leaving to Appendix B the more technical details. One
of the difficulties of the system of equations (5.43) is the presence of exchanged momenta on their
right hand side which couple all the constants appearing in the solution in a nontrivial way. The
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The	primary	can	be	solved	in	temrs	of	3K	integrals	and	deffine	a	generalised	hypergeometric	 system	
of	Appell	 type	for	F4.
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These operators depend on the conformal dimensions of the operators involved in the 3-point function
under consideration, and additionally on a single parameter N determined by the Ward identity in
question. In the hTTT i case one finds considering the structure (5.26) one can find for C3j , j = 1, . . . , 7
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2

p2
1
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(A.5)

and for C4,j, j = 1, . . . , 7
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us also to 4-point functions, in the search for special solutions of such systems, which are controlled by
a larger class of hypergeometrics, respect to the simpler solutions found for 3-point functions discussed
here, as we will show in a forthcoming work.

The comparison with perturbation theory allows to provide drastic simplifications of the results
for the vertex, while keeping, for specific dimensions, the generality of the conformal (non-Lagrangian)
solution. At the same time, having established a direct link between the two - i.e. the perturbative and
the non-Lagrangian formulations - this opens the way to several independent analysis of this vertex -
entirely based on the Feynman’s expansion.
This would allow to identify the singularities - and henceforth the anomaly poles - present in such
correlator, from a simple and physical perspective based on the analysis of the Landau conditions
of the basic (1-loop) diagrams generated by the matching, as done in the simpler case of [23] in a
supersymmetric context. The expression that we have presented of such vertex is the simplest one
that can be written and down and in d = 4 keeps its generality. Obviously, it is possible to extend our
analysis to higher (even) dimensions by the inclusion of antisymmetric forms, building on the analysis
of [37] as a third (beside scalar and fermions) sector, which would provide an extension of the approach
presented in our work.

Finally, we have also discussed the organization of the result fo the TTT - for its renormalized
expression - in terms of a homogenous (zero trace) contribution and of an anomaly part. The anomaly
(nonzero trace) part, is generated by the renormalization of the local components of the TTT . Our
detailed analysis shows that such contributions are not an artifact of the parameterization of the form
factors or can be attributed to a specific decomposition but are a general feature of CFT’s and is
related to renormalization. This is in agreement with the analysis [30] and, at the same time, with the
predictions - limitedly to the anomaly part - coming from the nonlocal anomaly action [34].
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A Secondary CWI’s

The secondary conformal Ward identities are first-order partial differential equations and involve
the semi-local information contained in tµ⌫

loc

. In order to write them compactly, following [19] we define
the two differential operators
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us also to 4-point functions, in the search for special solutions of such systems, which are controlled by
a larger class of hypergeometrics, respect to the simpler solutions found for 3-point functions discussed
here, as we will show in a forthcoming work.

The comparison with perturbation theory allows to provide drastic simplifications of the results
for the vertex, while keeping, for specific dimensions, the generality of the conformal (non-Lagrangian)
solution. At the same time, having established a direct link between the two - i.e. the perturbative and
the non-Lagrangian formulations - this opens the way to several independent analysis of this vertex -
entirely based on the Feynman’s expansion.
This would allow to identify the singularities - and henceforth the anomaly poles - present in such
correlator, from a simple and physical perspective based on the analysis of the Landau conditions
of the basic (1-loop) diagrams generated by the matching, as done in the simpler case of [23] in a
supersymmetric context. The expression that we have presented of such vertex is the simplest one
that can be written and down and in d = 4 keeps its generality. Obviously, it is possible to extend our
analysis to higher (even) dimensions by the inclusion of antisymmetric forms, building on the analysis
of [37] as a third (beside scalar and fermions) sector, which would provide an extension of the approach
presented in our work.

Finally, we have also discussed the organization of the result fo the TTT - for its renormalized
expression - in terms of a homogenous (zero trace) contribution and of an anomaly part. The anomaly
(nonzero trace) part, is generated by the renormalization of the local components of the TTT . Our
detailed analysis shows that such contributions are not an artifact of the parameterization of the form
factors or can be attributed to a specific decomposition but are a general feature of CFT’s and is
related to renormalization. This is in agreement with the analysis [30] and, at the same time, with the
predictions - limitedly to the anomaly part - coming from the nonlocal anomaly action [34].
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6.6 Summary

In this section we will briefly summarize the final solutions obtained for all the form factors.
We obtain
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where f1(a, b) takes four values for the four Fuchsian indices. In this case the function f1 can be
read from the expressions (6.26);
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In the same way we write the explicit form of A3 using the results in Appendix B.2 as
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Renormalization,	anomalies	and	the	anomaly	action	

Finally we give the form of the A5 form factors as

A5 = pd3
X
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xayb
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where the coefficients are summarized in Appendix B.2. The global solution is fixed up to five inde-
pendent constants.

7 Lagrangian realizations and reconstruction

In this section we turn to the central aspect of our analysis, which will allow us to extend the results
of the TJJ correlator presented in [7] to the TTT . We will be using the free field theory realizations
of such correlator in order to study the structure of the conformal Ward identities in momentum space
and, in particular, the form of the anomalous Ward identities once the conformal symmetry is broken
by the anomaly. We will work in DR and adopt the MS renormalization scheme. Our analysis hinges
on the correspondence between the exact result obtained by solving the CWI’s and the perturbative
one.
It is clear that the general solutions presented in the former section, though derived regardless of any
perturbative picture, become completely equivalent to the latter if, for a given spacetime dimension, we
have a sufficient number of independent sectors in the Lagrangian realization that allow us to reproduce
the general one. For instance, in d = 3, 4 such correspondence is exact, as already mentioned in the
introduction, since the number of constants in the solution coincides wth the number of possible
independent sectors in the free field theory.
In principle, one could proceed with an analysis of the general solutions - such as those presented in the
previous section - as d ! 4, by going through a very involved process of extraction of the singularities
from their general expressions in terms of F4.
However, this can be avoided once the general results for the A

i

’s are matched to the perturbative
ones. As already mentioned, this brings in an important simplification of the final result for the TTT ,
which is expressed in terms of the simple log present in B0 and the scalar 3-point function C0. The
latter is of type F4 in d = 4, but takes a far simpler form compared to the expressions derived in the
previous section

C0(p21, p
2
2, p

2
3) =

1
p

2
3
�(x, y), (7.1)

where the function �(x, y) is defined as [33]
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, (7.2)
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with
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p
�, � = (1 � x � y)

2 � 4xy, (7.3)

⇢(x, y) = 2(1 � x � y + �)

�1, x =

p21
p33

, y =

p22
p23

. (7.4)

This has the important implication that the study of the specific unitarity cuts in the diagrammatic
expansions of the correlator [4, 23] which are held responsible for the emergence of the anomaly, acquire
a simple particle interpretation and are not an artifact of perturbation theory. Once the general
correspondence between Lagrangian and non-Lagrangian solutions is established, we will concentrate
on showing how renormalization is responsible for the emergence of specific anomaly poles in this
correlators. We anticipate that the vertex will separate, after renormalization, into a traceless part
and in an anomaly part, following the same pattern of the TJJ [6]. From that point on, one can use
just the Feynman expansion to perform complete further analysis of this vertex at one loop, with no
loss of generality whatsoever.

7.1 Perturbative sectors

In this section we define our conventions used for the perturbative sectors.
The quantum actions for the scalar and fermion field are respectively

S
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ddx
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where � = (d � 2)/(4d � 4) for a conformally coupled scalar in d dimensions, and R is the Ricci scalar.
ea
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is the vielbein and e its determinant, with the covariant derivative D
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given by
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r
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e
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The ⌃

ab are the generators of the Lorentz group in the spin 1/2 representation. The Latin indices are
related to the flat space-time and the Greek indices to the curved space-time. For d = 4 there is an
additional conformal field theory described in terms of free abelian vector fields with the action

S
abelian

= S
M

+ S
gf

+ S
gh

(7.8)

where the three contributions are the Maxwell action, the gauge fixing contribution and the ghost
action

S
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S
gh
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�g @µc̄ @
µ

c. (7.11)

The computation of the vertices of each theory can be done by taking (at most) two functional deriva-
tives of the action with respect to the metric, since the vacuum expectation values of the third deriva-
tives correspond to massless tadpoles, which are zero in DR. They are given in Fig. 1 and their explicit
expressions have been collected in the Appendix D.
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The ⌃

ab are the generators of the Lorentz group in the spin 1/2 representation. The Latin indices are
related to the flat space-time and the Greek indices to the curved space-time. For d = 4 there is an
additional conformal field theory described in terms of free abelian vector fields with the action

S
abelian

= S
M

+ S
gf

+ S
gh

(7.8)

where the three contributions are the Maxwell action, the gauge fixing contribution and the ghost
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The computation of the vertices of each theory can be done by taking (at most) two functional deriva-
tives of the action with respect to the metric, since the vacuum expectation values of the third deriva-
tives correspond to massless tadpoles, which are zero in DR. They are given in Fig. 1 and their explicit
expressions have been collected in the Appendix D.
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in	d=4	we	need	3	sectors	to	perform	the	
matching	
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Figure 2 One-loop scalar diagrams for the three-graviton vertex.

Since we are interested in the most general Lagrangian realization of the hTTT i correlator in the
conformal case, this can be obtained only by considering the scalar and fermion sectors in general d
dimensions.

7.2 Scalar sector

We start from the scalar sector. In the one-loop approximation the contributions to the correlation
function are given by the diagrams in Fig. 2. Using the Feynman rules listed in Appendix D, we
calculate all the terms in the defining relation of the TTT Eq. (2.4) in momentum space, for the scalar
sector, as
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S,i

(p1, p2, p3) (7.12)
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Since we are interested in the most general Lagrangian realization of the hTTT i correlator in the
conformal case, this can be obtained only by considering the scalar and fermion sectors in general d
dimensions.

7.2 Scalar sector

We start from the scalar sector. In the one-loop approximation the contributions to the correlation
function are given by the diagrams in Fig. 2. Using the Feynman rules listed in Appendix D, we
calculate all the terms in the defining relation of the TTT Eq. (2.4) in momentum space, for the scalar
sector, as
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Since we are interested in the most general Lagrangian realization of the hTTT i correlator in the
conformal case, this can be obtained only by considering the scalar and fermion sectors in general d
dimensions.

7.2 Scalar sector

We start from the scalar sector. In the one-loop approximation the contributions to the correlation
function are given by the diagrams in Fig. 2. Using the Feynman rules listed in Appendix D, we
calculate all the terms in the defining relation of the TTT Eq. (2.4) in momentum space, for the scalar
sector, as
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scalar	
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where V
S

is related to the triangle diagrams in Fig. 2 and W
S,i

terms are the three bubble contributions
labelled by the index i, with i = 1, 2, 3. These contribution are given by
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where we have included a symmetry factor 1/2. The calculation of the integral can be simplified by
acting with the projectors ⇧ on (7.12) in order to write the form factors of the transverse and traceless
part of the correlator, as in (5.12)
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7.3 Fermion sector

As in the scalar sector, also in this case we calculate in the one-loop approximation the contribution
to the correlation function of the fermion sector by the diagrams in Fig. 3. These contributions can be
written as
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(7.15)

using notations similar to the scalar case. In this case we take into account two possible orientations
for the fermion in the loop. Explicitly the terms in (7.15) are given by
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By a direct computation one can verify that the spin part of the two-gravitons and two-fermions vertex
does not contribute to the correlation function.
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Figure 3 One-loop fermion diagrams for the three-graviton vertex.

Acting with the projectors transverse and traceless ⇧ we obtain the form factors A
i

, i = 1, . . . , 5. For
instance, in the fermion sector we obtain
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Also in this case the number of fermion families is kept arbitrary and we will multiply the result by
a constant n

F

to account for it. It will be essential for matching this contribution to the general
non-perturbative one.

8 Comparisons with the conformal solutions in d = 3 and d = 5

8.1 Normalization of the two point function

In order to investigate the correspondence between the conformal and the perturbative solutions
we briefly recall the result for the hTT i correlator, that we will need in order to investigate the match
between the general conformal solution and its perturbative realization. Here we start from a general
analysis, based on the CFT solution for this correlator, with a specific application to the case of odd
spacetime dimensions, where no renormalization is needed. We will come back to the same correlator
in a following section, when we will address the issue of its renormalization in d = 4.

The TT is fixed by conformal invariance in coordinate space to take the form

hTµ⌫

(x) T↵�

(y)i =

C
T

(x � y)

2d
Iµ⌫,↵�

(x � y) , (8.1)

with

Iµ⌫,↵�

(s) = Iµ⇢(x � y)I⌫�(x � y)✏
T

⇢�,↵� , (8.2)
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Figure 4 One-loop gauge diagrams for the three-graviton vertex.

The remaining form factors are given in Appendix F. Their expressions are in agreement with those
given in [19] when the corresponding constants (denoted by ↵1 and ↵2) are matched by the relations
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The case that we have analysed and their correspondence shows that we can safely move to d = 4. In
this case we will not attempt a comparison with the results of [19] which are far more involved and
require the implementation of some recursion relations on the renormalized 3K integrals. In our case
we will have to specialize our computation to d = 4 with the inclusion of a third free field theory sector
and extract the A

i

’s after addressing their renormalization.

9 The correlator in d = 4 and the trace anomaly

9.1 Gauge and Ghost sectors

We have to consider, as already mentioned, the contributions coming from the spin-1 sector, and
in the one-loop approximation they correspond to the diagrams in Fig. 4. We have also to consider
the contributions from the ghost, which can be calculated from the same type of diagrams given in
Fig. 4 but now with a ghost field running in the loop. A direct computation shows that the ghost
and the gauge fixing contributions cancel. Therefore we calculate in the one-loop approximation the
contribution to the correlation function of the gauge sector, given by the diagrams in Fig. 4. These
contributions can be written as
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for the triangle and the bubble topologies respectively. They are given by
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in	d=3	we	need	two	sectors	(scalar	and	fermion)

where p1 = |p1| =
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p21, and analogous relations hold for p2 and p3. The explicit expression of C0 can
be obtained using the star-triangle relation for which
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The explicit expression of the form factors in d = 3, using the perturbative approach to one
loop order, can be obtained by taking the limit d ! 3 of (8.16) and (8.19) derived from the general
diagrammatic expansion. We obtain
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This is in agreement with the expression given in [19] in terms of he constant ↵1, ↵2 and c
T
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This is in agreement with the expression given in [19] in terms of he constant ↵1, ↵2 and c
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Notice that c
g

is a constant appearing in [19] related to the possibility of having a nonzero functional
variation of the stress energy tensor respect to the metric (⇠ �Tµ⌫
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(y)) which is an extra
contact term not included in our discussion.
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Figure 4 One-loop gauge diagrams for the three-graviton vertex.

The remaining form factors are given in Appendix F. Their expressions are in agreement with those
given in [19] when the corresponding constants (denoted by ↵1 and ↵2) are matched by the relations
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The case that we have analysed and their correspondence shows that we can safely move to d = 4. In
this case we will not attempt a comparison with the results of [19] which are far more involved and
require the implementation of some recursion relations on the renormalized 3K integrals. In our case
we will have to specialize our computation to d = 4 with the inclusion of a third free field theory sector
and extract the A

i

’s after addressing their renormalization.

9 The correlator in d = 4 and the trace anomaly

9.1 Gauge and Ghost sectors

We have to consider, as already mentioned, the contributions coming from the spin-1 sector, and
in the one-loop approximation they correspond to the diagrams in Fig. 4. We have also to consider
the contributions from the ghost, which can be calculated from the same type of diagrams given in
Fig. 4 but now with a ghost field running in the loop. A direct computation shows that the ghost
and the gauge fixing contributions cancel. Therefore we calculate in the one-loop approximation the
contribution to the correlation function of the gauge sector, given by the diagrams in Fig. 4. These
contributions can be written as
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Figure 4 One-loop gauge diagrams for the three-graviton vertex.

The remaining form factors are given in Appendix F. Their expressions are in agreement with those
given in [19] when the corresponding constants (denoted by ↵1 and ↵2) are matched by the relations
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The case that we have analysed and their correspondence shows that we can safely move to d = 4. In
this case we will not attempt a comparison with the results of [19] which are far more involved and
require the implementation of some recursion relations on the renormalized 3K integrals. In our case
we will have to specialize our computation to d = 4 with the inclusion of a third free field theory sector
and extract the A

i

’s after addressing their renormalization.

9 The correlator in d = 4 and the trace anomaly

9.1 Gauge and Ghost sectors

We have to consider, as already mentioned, the contributions coming from the spin-1 sector, and
in the one-loop approximation they correspond to the diagrams in Fig. 4. We have also to consider
the contributions from the ghost, which can be calculated from the same type of diagrams given in
Fig. 4 but now with a ghost field running in the loop. A direct computation shows that the ghost
and the gauge fixing contributions cancel. Therefore we calculate in the one-loop approximation the
contribution to the correlation function of the gauge sector, given by the diagrams in Fig. 4. These
contributions can be written as
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Figure 4 One-loop gauge diagrams for the three-graviton vertex.

The remaining form factors are given in Appendix F. Their expressions are in agreement with those
given in [19] when the corresponding constants (denoted by ↵1 and ↵2) are matched by the relations
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The case that we have analysed and their correspondence shows that we can safely move to d = 4. In
this case we will not attempt a comparison with the results of [19] which are far more involved and
require the implementation of some recursion relations on the renormalized 3K integrals. In our case
we will have to specialize our computation to d = 4 with the inclusion of a third free field theory sector
and extract the A

i

’s after addressing their renormalization.

9 The correlator in d = 4 and the trace anomaly

9.1 Gauge and Ghost sectors

We have to consider, as already mentioned, the contributions coming from the spin-1 sector, and
in the one-loop approximation they correspond to the diagrams in Fig. 4. We have also to consider
the contributions from the ghost, which can be calculated from the same type of diagrams given in
Fig. 4 but now with a ghost field running in the loop. A direct computation shows that the ghost
and the gauge fixing contributions cancel. Therefore we calculate in the one-loop approximation the
contribution to the correlation function of the gauge sector, given by the diagrams in Fig. 4. These
contributions can be written as

hTµ1⌫1
(p1)T

µ2⌫2
(p2)T

µ3⌫3
(p3)i

G

= �V µ1⌫1µ2⌫2µ3⌫3
G

(p1, p2, p3) +

3
X

i=1

Wµ1⌫1µ2⌫2µ3⌫3
G,i

(p1, p2, p3) (9.1)

for the triangle and the bubble topologies respectively. They are given by

V µ1⌫1µ2⌫2µ3⌫3
G

(p1, p2, p3) =

=

Z

dd`

(2⇡)

d

V µ1⌫1↵1�1

TAA

(` + p3, ` � p2) �
↵1�2 V µ3⌫3↵2�2

TAA

(`, ` + p3) �
↵2�3 V µ2⌫2↵3�3

TAA

(` � p2, `)�↵3�1

`2(` � p2)
2
(` + p3)

2
(9.2)

Wµ1⌫1µ2⌫2µ3⌫3
G,1 (p1, p2, p3) =

1

2

Z

dd`

(2⇡)

d

V µ1⌫1↵1�1

TAA

(`, ` + p1) �
�1↵2 V µ2⌫2µ3⌫3↵2�2

TTAA

(` + p1, `) �
↵1�2

`2(` + p1)
2

(9.3)

Wµ1⌫1µ2⌫2µ3⌫3
G,2 (p1, p2, p3) = Wµ3⌫3µ1⌫1µ2⌫2

G,1 (p3, p1, p2) (9.4)

Wµ1⌫1µ2⌫2µ3⌫3
G,3 (p1, p2, p3) = Wµ2⌫2µ1⌫1µ3⌫3

G,1 (p2, p1, p3). (9.5)

40

One can show that the spin part of the two-graviton/two-fermion vertex does not contribute to the
correlation function.
By acting with the transverse-traceless ⇧ projectors, we obtain the form factors A

i

, i = 1, . . . , 5 in the
fermion sector, in particular
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Also in this case the number of gauge fields are kept arbitrary by the inclusion of an overall factor n
G

.

9.2 Divergences

In d = 4 the complete correlation function can be written as
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also valid for the transverse traceless part of the correlator. In this case we encounter divergenes in the
forms of single poles in 1/✏ (✏ = (4�d)/2). In this section we discuss the structures of such divergences
and their elimination in DR using the two usual gravitational counterterms.
As a first remark, it is easy to realize for dimensional reasons and power counting that A1 is UV finite.
All other form factors have divergent parts explicitly given as
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and at this point we can proceed with their renormalization.

10 Renormalization of the TTT

The renormalization of the 3-graviton vertex is obtained by the addition of 2 counterterms in the
defining Lagrangian. In perturbation theory the one loop counterterm Lagrangian is
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One can show that the spin part of the two-graviton/two-fermion vertex does not contribute to the
correlation function.
By acting with the transverse-traceless ⇧ projectors, we obtain the form factors A

i

, i = 1, . . . , 5 in the
fermion sector, in particular
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Also in this case the number of gauge fields are kept arbitrary by the inclusion of an overall factor n
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also valid for the transverse traceless part of the correlator. In this case we encounter divergenes in the
forms of single poles in 1/✏ (✏ = (4�d)/2). In this section we discuss the structures of such divergences
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and at this point we can proceed with their renormalization.
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corresponding to the Weyl tensor squared and the Euler density, omitting the extra R2 operator which
is responsible for the ⇤R term in (3.10), having choosen the local part of anomaly (⇠ �

c

⇤R) vanishing
(�

c

= 0). We refer to [29] for a more detailed discussion of this point and of the finite renormalization
needed to get from the general �
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6= 0 to the �
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= 0 case. The corresponding vertex counterterms are
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11 Divergences of the two-point function: a worked out example

Before coming to a discussion of the TTT , in this section we illustrate in some detail the way the
generation of the extra tensor structures for such correlators takes place after renormalization. We will
work out some of the intermediate steps first of the TT , for simplicity, presenting enough details which
will be then applied to the TTT .

We start by extending the analysis of Section 8.1 in the perturbative sector by including all the
three sectors (scalar, fermion and gauge) in d dimensions. This choice obviously violates conformal
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11 Divergences of the two-point function: a worked out example

Before coming to a discussion of the TTT , in this section we illustrate in some detail the way the
generation of the extra tensor structures for such correlators takes place after renormalization. We will
work out some of the intermediate steps first of the TT , for simplicity, presenting enough details which
will be then applied to the TTT .

We start by extending the analysis of Section 8.1 in the perturbative sector by including all the
three sectors (scalar, fermion and gauge) in d dimensions. This choice obviously violates conformal
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involve only B0. The primary anomalous CWI’s take the form
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where now the differential operators K
i

take the form
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with the identification s0 = s. The (p1 $ p3) and (p2 $ p3) versions of the anomalous Ward identities
can be obtained from (12.1). Using the expressions given in the Appendix E, we can identify the
corresponding counterterms for the A

i

, extracted from the transverse traceless parts of the vertices
generated by the counterterm Lagrangian in (10.1), obtaining
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In order to cancel the divergences arising from the form factors, we need to choose the coefficient �
b

(I)

and �
a

(I) as in (3.11). The renormalized form factors can then be written as
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where with “reg” we indicate those form factors which remain unmodified by the procedure, being
finite. Such are A1 and A2.
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12.2 Secondary anomalous CWI’s from free field theory

The derivation of the secondary anomalous CWI’s has been discussed within the general formalism
in [26] and in the perturbative approach in [7] in the case of the TJJ correlator. The details of this
analysis, which has been discussed at length in our previous work [7], also in this case remain similar.
We refer to Appendix A for a definiton of the corresponding operators appearing in such equations
and to [7]. A lengthy computation gives
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The most involved part of this analysis involves a rewriting of the differential action of the L operators
on B0 and C0. We have explicitly verified that the renormalized A

i

satisfy such equations confirming
the consistency of the entire approach.

13 Reconstruction of the hTTT i in d = 4

In this section we will illustrate the reconstruction procedure for the TTT using the perturbative
realization of this correlator. In this case our goal will be to show how the separation of the vertex into
a traceless part and an anomaly contribution takes place after renormalization. As already remarked in
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for which we obtain

hTµ1⌫1
(p1)T

µ2⌫2
(p2)T

µ3⌫3
(p̄3)i(4)

extra

=

✓

⇡µ1⌫1
(p1)

3

hT (p1)T
µ2⌫2

(p2)T
µ3⌫3

(p̄3)i(4)
anomaly

+ (perm.)
◆

�
✓

⇡µ1⌫1
(p1)

3

⇡µ2⌫2
(p2)

3

hT (p1)T (p2)T
µ3⌫3

(p̄3)i(4)
anomaly

+ (perm.)
◆

+

⇡µ1⌫1
(p1)

3

⇡µ2⌫2
(p2)

3

⇡µ3⌫3
(p̄3)

3

hT (p1)T (p2)T (p̄3)i(4)
anomaly

. (13.20)

13.1 Summary

To summarize, the full renormalized hTTT i in d = 4 can be constructed using the renormalized
transverse traceless and the local terms. In particular we find
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where the transverse and traceless parts are expressed as
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with the renormalized form factors given in Appendix G. It can be further simplified in the form
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(a)

Figure 5 Anomaly interactions mediated by the exchange of one, two or three poles. The poles are generated
by the renormalization of the longitudinal sector of the TTT .

and with the renormalized longitudinal traceless contribution (l t ) given by
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As a final step, it is convenient to collect together the two renormalized contributions, the transverse
and the longitudinal one, which are both traceless, into a single contribution
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in order to cast the entire vertex in the form
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We are going to comment briefly on the implications of these results at diagrammatic level.
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We are going to comment briefly on the implications of these results at diagrammatic level.
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are given by (9.6)-(9.8), with the corresponding momentum dependences (pi, pj) suppressed.
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is (9.9). We shall now verify that the contribution (9.9) of the anomaly effective action (7.11) to the
three-point correlator S3 is precisely the same as (6.11), obtained by the general algebraic reconstruction
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We note first that (9.9) contains no coincident double pole terms of the form (p2i )
−2, and it also

contains no cubic single pole terms of the form (p21p
2
2p

2
3)

−1, since the polynomial of the last term
in brackets of (9.9) contains at least one power of p21, p

2
2 or p23. However recalling (6.1a), (9.9) does

contain both single pole and quadratic single pole terms of the form (p21p
2
3)

−1 etc. from the product of
πµ1ν1(p1)πµ3ν3(p3). It is a straightforward exercise in tensor algebra using (9.4)-(9.8) to verify that all
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both the second variation of the anomaly Ãµ1ν1µ2ν2
2 and the anomaly contribution to the three-point

function (A)Sµ1ν1µ2ν2µ3ν3
3 are transverse, and hence makes no contribution to the longitudinal terms in

any of the Ward Identities, as claimed in Sec. 6 and needed for the vanishing of the last term in (6.10).
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for arbitrary gµν(x) = e2σ(x) ḡµν(x), and whose conformal variation
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is the anomaly. The admixture of the R term with specific coefficient −2
3 in (7.2) is chosen so that

both invariants in (7.2) have simple dependences upon σ

√
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in the local conformal parametrization gµν = e2σ ḡµν .
The fourth order differential operator

∆4 ≡ ∇µ

(

∇µ∇ν + 2Rµν − 2
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3R + 1

3(∇
µR)∇µ (7.4)

is the unique fourth order scalar kinetic operator that is conformally covariant

√
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√
−ḡ ∆̄4 (7.5)

for arbitrary σ(x) [14, 15, 19, 20, 21]. Because of the simple dependences (7.3), the Wess-Zumino
functional in (7.1) quadratic in σ is easily found
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by inspection, up to terms which are σ independent, i.e. conformally invariant, and hence do not
contribute to the variation in (7.2). Moreover, solving (7.3b) for σ by inverting the differential operator
(7.4) in favor of its Green’s function D4(x, x′) = (∆−1
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which is a non-local form of the exact quantum 1PI effective action of the anomaly. The non-locality
in terms only of curvature invariants and arising from the Green’s function inverse of ∆4 cannot be
removed by any addition of local terms to the anomaly action, such as the

∫

R2 associated with b′′

term in (4.1) by (4.4). It is possible to add to SNL

anom arbitrary Weyl invariant terms (local or not)
which drop out of the difference in (7.7), but these also cannot remove the non-locality in the essential
Weyl non-invariant part of the anomaly action (7.8).
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The fourth order differential operator

∆4 ≡ ∇µ

(

∇µ∇ν + 2Rµν − 2
3Rgµν

)

∇ν = 2 + 2Rµν∇µ∇ν − 2
3R + 1

3(∇
µR)∇µ (7.4)

is the unique fourth order scalar kinetic operator that is conformally covariant

√
−g∆4 =

√
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Ē − 2
3 R̄

)

σ
]

+ b

∫

dx
√
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On Some Hypergeometric Solutions of the Conformal Ward

Identities of Scalar 4-point Functions in Momentum Space
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Abstract

We discuss specific hypergeometric solutions of the conformal Ward identities (CWI’s) of scalar
4-point functions of primary fields in momentum space, in d spacetime dimensions. We determine
such solutions using various dual conformal ansätze (DCA’s). We start from a generic dual confor-
mal correlator, and require it to be conformally covariant in coordinate space. The two requirements
constrain such solutions to take a unique hypergeometric form. They describe correlators which are
at the same time conformal and dual conformal in any dimension. These specific ansätze also show
the existence of a link between 3- and 4-point functions of a CFT for such class of exact solutions,
similarly to what found for planar ladder diagrams. We show that in d = 4 only the box diagram
and its melonic variants, in free field theory, satisfies such conditions, the remaining solutions being
nonperturbative. We then turn to the analysis of some approximate high energy fixed angle solu-
tions of the CWI’s which also in this case take the form of generalized hypergeometric functions.
We show that they describe the behaviour of the 4-point functions at large energy and momentum
transfers, with a fixed −t/s. The equations, in this case, are solved by linear combinations of Lau-
ricella functions of 3 variables and can be rewritten as generalized 4K integrals. In both cases the
CWI’s alone are sufficient to identify such solutions and their special connection with generalized
hypergeometric systems of equations.
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for C2 and C3, in agreement with [19]. One of the two equations that we will be solving will be
C13 ≡ C1 −C3 = 0 and it is convenient to present it explicitly
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4 Dual Conformal/Conformal (DCC) examples

Before moving to a discussion of the DCA’s and the character of the solutions that we are going to
identify, we turn to some specific examples of perturbative 4-point functions which are both conformal
and dual conformal at the same time (DCC). We recall that a dual conformal integral [29, 30, 31] is
a Feynman integral which, once rewritten in terms of some dual coordinates, under the action of Kκ,
is modified by factors which depend only on the coordinates of the external points. The reformulation
of the ordinary momentum integral in terms of such dual coordinates can be immediately worked out
by drawing the associated dual diagram. We start from the ordinary box diagram (see Fig. 1)

ΦBox(p1, p2, p3, p4) =

∫

ddk

k2(k + p1)2(k + p1 + p2)2(k + p1 + p2 + p3)2
(4.1)

and apply the redefinition in terms of momentum variables yi

k = y51, p1 = y12, p2 = y23, p3 = y34 (4.2)

with yij = yi − yj, thereby rewriting the integral in the form

ΦBox(y1, y2, y3, y4) =

∫

ddy5
y215y

2
25y

2
35y

2
45

(4.3)

The action of Kκ is realized in the form I · T · I (inversion, translation and inversion transformations)
rather than as a differential action (by Kκ

0 ). We recall that under an inversion (I)

I(ddy5) = ddy5(y
2
5)

−d I(y2ij) =
y2ij
y2i y

2
j

(4.4)
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dual	conformal	symmetry	
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1
Figure 1 The box with its dual (left) and its higher scaling version (right). While the first is conformal for
d ̸= 2 in ordinary conformal coordinates and for d = 4 in dual coordinates, the right one is not conformal in
coordinate and dual coordinate space at the same time.

and in order to have an expression which is invariant under special conformal transformation, it is
necessary to include a pre-factor in ΦBox, in the form

s2t2ΦBox(p1, p2, p3, p4) = y213y
2
24ΦBox(y1, y2, y3, y4) (4.5)

then its is easy to check that under the action of I the integrand
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)

(4.6)

becomes invariant under the action of the special conformal transformation if d = 4. Obviously, the
invariance under the complete action IT I is ensured. It is easily checked that the integrand is also
scale invariant. It is then clear that the expression of the box diagram can only be of the form

ΦBox =
1

y213y
2
24

F
(

u(yi), v(yi)
)

(4.7)

with u and v given by
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2
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2
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2
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2
24

(4.8)

For future purposes it will be convenient to define
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2
3

s2 t2
, y =

p22 p
2
4

s2 t2
(4.9)

being the two invariant ratios u(yi), v(yi), now expressed directly in terms of the original momentum
invariants. Notice that, by construction u, v satisfy the first order equation in the y variables
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by	requiring	conformal	 invariance	
in	momentum/coordinate	 space	
and	in	dual	coordinate	space

one	btains	a	unique	 solution



DCC	solutions	 (dual	conformal/conformal)	 probably	 related	ti	a	Yangian	symmetry	
In the particular case ∆i = ∆ the special conformal Ward identities are given by
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(5.40)

and using the properties of Bessel functions they can be rewritten in a simpler form. The first equation,
for instance, can be written as
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which is identically satisfied if the conditions
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2
, β3 = 0 (5.42)

hold. In the same way we find that the second equation takes the form
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and it is satisfied if
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2
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One can check that the third equation

p22(d−2∆+2β2) Iα̃+1{β1,β2−1,β3}−p21(d−2∆+2β1) Iα̃+1{β1−1,β2,β3}−2(p22−p21)β3 Iα̃+1{β1,β2,β3−1} = 0,
(5.45)

generates the same conditions given by (5.41) and (5.43). After some computations, finally the solution
for the 4-point function, in this particular case, can be written as
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where ᾱ is an undetermined constant.
In the case ∆1 = ∆3 = ∆x and ∆2 = ∆4 = ∆y, the special CWI’s can be written as
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whose solution is

⟨O(p1)O(p2)O(p3)O(p̄4)⟩ = ¯̄α I d
2
−1{∆x− d

2
,∆y− d

2
,0}(p1 p3; p2 p4; s t) (5.48)

which takes a form similar to the one typical of the three-point function given in (2.36).
In order to identify the form of the unique solution we need to satisfy the symmetry constraints and
the absence of unphysical singularities [6] in the domain of convergence. We will address the first issue
below, while the second is discussed in Section 7, where we show that such singularities are not present.

5.4 Symmetric solutions as F4 hypergeometrics or 3K integrals. The equal scalings
case

The derivation of symmetric expressions of such correlators requires some effort, and can be obtained
either by using the few known relations available for the Appell function F4 or, alternatively (and more
effectively), by resorting to the formalism of the 3K integrals.
A solution which is symmetric respect to all the permutation of the momenta pi, expressed in terms
of 3 of the four constants c(a, b), after some manipulations, can be expressed in the form
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(5.49)

where the four coefficients c(a, b)’s given in (5.11) are reduced to three by the constraint

c

(

0,∆ − d

2

)

= c

(

∆− d

2
, 0

)

. (5.50)

Additional manipulations, in order to reduce even further the integration constants are hampered by
absence of known relations for the Appell functions F4. As already mentioned above, it is possible,
though, to bypass the problem by turning to the 3K formalism. Equation (5.49) can be further
simplified using this formalism.

5.4.1 3K symmetrization in the equal scaling case

In order to show this, (5.49) can be written in terms of a linear combination of 3K integrals as

⟨O(p1)O(p2)O(p3)O(p4)⟩ = C1 I d
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−1{∆− d

2
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2
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2
,0}(p2 p3, p1 p4, s u) + C3 I d

2
−1{∆− d

2
,∆− d

2
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(5.51)
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new	hypergeometric	 systems	

of	variables



particular	solutons	of	these	systems	are	Lauricella	functions	

where for sake of simplicity we have re-defined γ1 = γ, γ2 = γ′ and γ3 = γ′′ and x1 = x, x2 = y
and x3 = z. This system of equations allows solutions in the form of the Lauricella hypergeometric
function FC of three variables, defined by the series

FC(α,β, γ, γ
′, γ′′, x, y, z) =

∞
∑

m1,m2,m3

(α)m1+m2+m3
(β)m1+m2+m3

(γ)m1
(γ′)m2

(γ′′)m3
m1!m2!m3!

xm1ym2zm3 . (8.33)

where the Pochhammer symbol (λ)k with an arbitrary λ and k a positive integer not equal to zero,
was previously defined in (2.33). The convergence region of this series is defined by the condition

∣

∣

√
x
∣

∣+ |√y|+
∣

∣

√
z
∣

∣ < 1. (8.34)

The function FC is the generalization of the Appell F4 for the case of three variables. The system of
equations (8.32) admits 8 independent particular integrals (solutions) listed below

S1(α,β, γ, γ
′, γ′′, x, y, z) = FC

(

α,β, γ, γ′, γ′′, x, y, z
)

,
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(
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)

,

S3(α,β, γ, γ
′, γ′′, x, y, z) = y1−γ′
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(
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α− γ − γ′ + 2,β − γ − γ′ + 2, 2− γ, 2 − γ′, γ′′, x, y, z
)

,

S6(α,β, γ, γ
′, γ′′, x, y, z) = x1−γz1−γ′′

FC
(

α− γ − γ′′ + 2,β − γ − γ′′ + 2, 2− γ, γ′, 2− γ′′, x, y, z
)

,

S7(α,β, γ, γ
′, γ′′, x, y, z) = y1−γ′

z1−γ′′

FC
(

α− γ′ − γ′′ + 2,β − γ′ − γ′′ + 2, γ, 2 − γ′, 2− γ′′, x, y, z
)

,

S8(α,β, γ, γ
′, γ′′, x, y, z) = x1−γy1−γ′

z1−γ′′

× FC
(

α− γ − γ′ − γ′′ + 2,β − γ − γ′ − γ′′ + 2, 2 − γ, 2− γ′, 2− γ′′, x, y, z
)

.
(8.35)

where we have defined

α ≡ α(0, 0, 0) = d+∆4 −
∆t

2

β ≡ β(0, 0, 0) =
3d

2
− ∆t

2

γ ≡ γ(0) =
d

2
−∆1 + 1

γ′ ≡ γ′(0) =
d

2
−∆2 + 1

γ′′ ≡ γ′′(0) =
d

2
−∆3 + 1. (8.36)

Finally the solution for φ can be written as

φ(p2i ) = p∆t−3d
4

∑

i

Ci Si(α,β, γ, γ
′, γ′′, x, y, z) (8.37)

where Ci are arbitrary constant and Si, i = 1, . . . , 23 are the independent solutions written above.
To summarize, we have indeed shown that approximate solutions of the CWI’s, describing the behaviour
of the correlator at fixed angle can be taken of the factorized form

Φ(p1, p2, p3, p4) ∼ log(−t/s)φ(p2i ). (8.38)
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and finally, for the third condition coming from the conformal Ward identities

K34φ =4p∆t−3d−2
4 xa yb zc

[

− x2
∂2

∂x2
− 2x y

∂2

∂x∂y
− y2

∂2

∂y2
− 2x z

∂2

∂x∂z
+ (1− z)z

∂2

∂z2
− 2y z

∂2

∂y∂z

+A′′x
∂

∂x
+A′′y

∂

∂y
+ (A′′z + γ′′)

∂

∂z
+

(

E′′ +
G′′

x

)]

F (x, y, z) = 0 (8.26)

with

A′′ = ∆1 +∆2 +∆3 −
5

2
d− 2(a+ b+ c)− 1 (8.27a)

E′′ = −1

4

(

3d−∆t + 2(a+ b+ c)
)(

2d+ 2∆4 −∆t + 2(a+ b+ c)
)

(8.27b)

G′′ =
c

2
(d− 2∆3 + 2c) (8.27c)

γ′′ =
d

2
−∆3 + 2c+ 1 (8.27d)

It is worth noticing that in order to perform the reduction to the hypergeometric form of the
equations, we need to set G = 0, G′ = 0 and G′′ = 0, which imply that the Fuchsian points a, b, c have
different values as

a = 0, ∆1 −
d

2
(8.28a)

b = 0, ∆2 −
d

2
(8.28b)

c = 0, ∆3 −
d

2
. (8.28c)

We find also that E = E′ = E′′ = −α(a, b, c)β(a, b, c) where

α(a, b, c) = d+∆4 −
∆t

2
+ a+ b+ c

β(a, b, c) =
3d

2
− ∆t

2
+ a+ b+ c (8.29)

as well as A = A′ = A′′ = −(α(a, b, c) + β(a, b, c) + 1), indeed

A = A′ = A′′ = −(α(a, b, c) + β(a, b, c) + 1) = ∆1 +∆2 +∆3 −
5

2
d− 2(a+ b+ c)− 1 (8.30)

and finally

γ(a) =
d

2
−∆1 + 2a+ 1 , γ′(b) =

d

2
−∆2 + 2b+ 1 , γ′′(c) =

d

2
−∆3 + 2c+ 1. (8.31)

With this redefinition of the coefficients, the equations are then expressed in the form
⎧

⎪

⎨

⎪

⎩

xj(1− xj)
∂2F

∂x2
j

+
∑

s ̸=j for r=j
xr

∑

xs
∂2F

∂xr∂xs
+ [γj − (α+ β + 1)xj ]

∂F

∂xj
− (α+ β + 1)

∑

k ̸=j
xk

∂F

∂xk
− αβ F = 0

(j = 1, 2, 3)
(8.32)
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where

Ki =
∂2

∂p2i
+

(d− 2∆i + 1)

pi

∂

∂pi
, i = 1, . . . , 4 , (8.17)

Kij = Ki − Kj . (8.18)

An equivalent way to rearrange this operator is to use a change of variables from (p21, p
2
2, p

2
3, p

2
4) to

(x, y, z, p24) where

x =
p21
p2
4

, y =
p22
p2
4

, z =
p23
p2
4

(8.19)

are the dimensionless rations x, y and z which must not to be confused with coordinate points in a
three dimensional space. The ansätz for the solution can be taken of the form

φ(p1, p2, p3, p4) = (p24)
ns xa yb zc F (x, y, z), (8.20)

satisfying the dilatation Ward identity (8.10)
with the condition

ns =
∆t

2
− 3d

2
(8.21)

With this ansätz the conformal Ward identities read as

K14φ =4p∆t−3d−2
4 xa yb zc

[

(1− x)x
∂2

∂x2
− 2x y

∂2

∂x∂y
− y2

∂2

∂y2
− 2x z

∂2

∂x∂z
− z2

∂2

∂z2
− 2y z

∂2

∂y∂z

+ (Ax+ γ)
∂

∂x
+Ay

∂

∂y
+Az

∂

∂z
+
(

E +
G

x

)

]

F (x, y, z) = 0 (8.22)

with

A = ∆1 +∆2 +∆3 −
5

2
d− 2(a+ b+ c)− 1 (8.23a)

E = −1

4

(

3d−∆t + 2(a+ b+ c)
)(

2d+ 2∆4 −∆t + 2(a+ b+ c)
)

(8.23b)

G =
a

2
(d− 2∆1 + 2a) (8.23c)

γ =
d

2
−∆1 + 2a+ 1 (8.23d)

Similar constraints are obtained from the equation K34φ = 0 that can be written as

K24φ =4p∆t−3d−2
4 xa yb zc

[

− x2
∂2

∂x2
− 2x y

∂2

∂x∂y
+ (1− y)y

∂2

∂y2
− 2x z

∂2

∂x∂z
− z2

∂2

∂z2
− 2y z

∂2

∂y∂z

+A′x
∂

∂x
+ (A′y + γ′)

∂

∂y
+A′z

∂

∂z
+

(

E′ +
G′

x

)]

F (x, y, z) = 0 (8.24)

with

A′ = ∆1 +∆2 +∆3 −
5

2
d− 2(a+ b+ c)− 1 (8.25a)

E′ = −1

4

(

3d−∆t + 2(a+ b+ c)
)(

2d+ 2∆4 −∆t + 2(a+ b+ c)
)

(8.25b)

G′ =
b

2
(d− 2∆2 + 2b) (8.25c)

γ′ =
d

2
−∆2 + 2b+ 1 (8.25d)
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Lauricella	lived	in	Pisa	and	Sicily,	he	was	sicilian Giuseppe Lauricella (1867–1913) 



We should remark that other approximate solutions of similar form, containing higher powers of loga-
rithms of −t/s are also compatible with the asymptotic ansätz that we have presented here. Obviously,
in such a case we would be requiring that the exact condition (8.12) would be replaced by the new
condition

Dst
23χ(s/t) = O(1/s2, 1/t2) (8.39)

which is asymptotically satisfied also by higher powers of log(−t/s). In general, under such weaker
assumptions, approximate asymptotic solutions can be summarized in the more general form

Φ(p1, p2, p3, p4) ∼ f (log(−t/s))φ(p2i ). (8.40)

where f can be take of the generic form

f (log(−t/s)) =
∑

k

ck log
k ((−t/s)) . (8.41)

In the next section we are going to show that for the p2i dependence on the external mass invariants
of the approximate solution, given by the Lauricella functions, their equivalence to 4-K integrals,
generalizing previous results for 3-point functions.

8.2 Lauricella’s as 4-K integrals

It is interesting to show how the solutions found above can be reformulated in a way which resembles
what found in the case of 3-point functions. As alredy mentioned, the 3K integrals provide an efficient
alternative way to express the solutions for scalar 3-point functions in terms of Appell functions. We
are now going to show that hypergeometrics of 3-variables, which belong to the class of Lauricella
functions, similarly, can be related to 4K integrals. We write the solutions of such systems in the form

Iα−1{ν1,ν2,ν3,ν4}(a1, a2, a3, a4) =

∫ ∞

0
dxxα−1

4
∏

i=1

(ai)
νi Kνi(ai x) (8.42)

with the Bessel functions Iν , Jν ,Kν related by the identities

Iν(x) = i−ν Jν(i x) (8.43)

Kν(x) =
π

2 sin(π ν)

[

I−ν(x)− Iν(x)

]

=
1

2

[

iν Γ(ν)Γ(1− ν)J−ν(i x) + i−ν Γ(−ν)Γ(1 + ν)Jν(i x)

]

(8.44)

where we have used the properties of the Gamma functions

π

sin(πν)
= Γ(ν)Γ(1− ν), − π

sin(πν)
= Γ(−ν)Γ(1 + ν). (8.45)

The structure of the CWI’s (8.16) supports this formulation. The dilatation Ward identities in this
case can be written as

[

(∆t − 3d)−
4
∑

i=1

pi
∂

∂pi

]

Iα{β1,β2,β3,β4}(p1, p2, p3, p4) = 0 (8.46)
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4K	integrals	(introduced	 in	Maglio,	CC	2019)



Conclusions	

Many	connections	 to	phenomenology

CFT	in	momentum	space	is	a	fast	developing	 field	

3	point	 functions	understood
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