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Introduction

In 1971–72, Zakharov–Shabat used the inverse scattering method and
solved the nonlinear Schrödinger (NLS) equation,

iqt + qxx ± |q|2q = 0. (7)

In 1973, Manakov considered the natural vector generalization of the
NLS equation (7),

iqt + qxx + 〈q, q∗〉q = 0, q = (q1, q2, . . . , qm), 〈q, q∗〉 :=
m∑

j=1

|qj|
2,

and solved the two-component case (m = 2) by the inverse scattering
method. The extension to the general m-component case is straightforward
(e.g., Zakharov–Shabat: Funct. Anal. Appl. (1974)).
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It is less well known that another vector generalization of the NLS
equation (7) was studied by Kulish–Sklyanin in 1981 (Phy. Lett. A 84 349):

iqt + qxx + 2〈q, q∗〉q − 〈q, q〉q∗ = 0.

This equation has been rediscovered again and again in the recent literature,
up to a trivial linear transformation of the vector components.

It is now believed (e.g., Sokolov–Wolf 2001) that these two equations
exhaust the integrable vector generalizations of the NLS equation (7)
(involving only scalar products between general m-component vectors).
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In 1978, Kaup–Newell solved the derivative NLS equation,

iqt + qxx + i(|q|2q)x = 0, (8)

by the inverse scattering method, followed by an important contribution of
Kawata–Kobayashi–Inoue (’78,’79).

Note that the one-soliton solution of the derivative NLS equation (8)
can be written as

q(x, t) =
∂

∂x







1
iλγ∗eiλx−iλ2t

1 + λ
2(λ−λ∗)2

γγ∗ei(λ−λ∗)x−i(λ2−λ∗2)t






, Imλ > 0.

The expression inside { } is typical of the one-soliton form. This can
be understood intuitively by introducing the potential variable q̂(x, t) as
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q =:
∂q̂

∂x
and integrating (8) for x to get

iq̂t + q̂xx + i|q̂x|
2q̂x = 0. (9)

In fact, we can directly obtain the solutions of the potential derivative NLS
(9) without performing the troublesome x-integration of the solutions of
the derivative NLS (8).

The derivative NLS equation (8) is obtained as the “reality” reduction
r = −q∗ of the system

{

iqt + qxx − i(q2r)x = 0,

irt − rxx − i(r2q)x = 0.
(10)

In the following, instead of the scalar equation (8) and its variants, we
consider the non-reduced system (10) and its various extensions.
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In addition to the Kaup–Newell system (10), there exist two important
derivative NLS systems, that is,

Chen–Lee–Liu system:

{

iqt + qxx − iqrqx = 0,

irt − rxx − irqrx = 0,
(11)

Gerdjikov–Ivanov (Ablowitz–Ramani–Segur) system:

{

iqt + qxx + iqrxq + 1
2q3r2 = 0,

irt − rxx + irqxr − 1
2r

3q2 = 0.
(12)

(11) and (12) also allow the reduction of complex conjugation r = ±q∗.
Note that the sign ± is not essential (cf. x 7→ −x).
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If we apply the dependent variable transformation,

Q = q exp
(

−2iδ

∫ x

qr dx′
)

,

R = r exp
(

2iδ

∫ x

qr dx′
)

,

to the Gerdjikov–Ivanov system (12), we obtain a one-parameter family of
derivative NLS systems:

{

iQt + Qxx + i(4δ + 1)Q2Rx + 4iδQRQx + (δ + 1
2)(4δ + 1)Q3R2 = 0,

iRt − Rxx + i(4δ + 1)R2Qx + 4iδRQRx − (δ + 1
2)(4δ + 1)R3Q2 = 0.

This coincides with

the Kaup–Newell system (10) if δ = −1
2,

the Chen–Lee–Liu system (11) if δ = −1
4,

and thus (10)–(12) are mutually related by a change of variables.
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The derivative NLS systems are homogeneous with respect to the
following weighting scheme:

w(∂x) = 1, w(∂t) = 2, w(q) = w(r) =
1

2
.

Under this weighting scheme, the general ansatz for a homogeneous
polynomial vector derivative NLS-type system takes the form

{

iqt + qxx + a1〈qx, r〉q + a2〈q, rx〉q + · · · = 0,

irt − rxx + b1〈rx, q〉r + b2〈r, qx〉r + · · · = 0.

As an integrability test, Sokolov–Wolf [J. Phys. A: Math. Gen. 34 (2001)
11139] assumed the existence of a third-order symmetry of the form

{

qs + qxxx + c1〈qxx, r〉q + · · · = 0,

rs + rxxx + d1〈rxx, q〉r + · · · = 0.
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They formulated the symmetry conditions qts = qst and rts = rst as a
bilinear algebraic system, solved it, and obtained a complete list of vector
derivative NLS-type systems possessing a third-order symmetry.

The list consists of the six systems (1)–(6) in the abstract booklet. The
aim of this talk is to demonstrate that

• the two systems (1) and (3) are C-integrable (Calogero’s terminology),
i.e., linearizable by a change of variables;

• the other four systems (2), (4), (5) and (6) are S-integrable, i.e., they
allow a Lax representation and are amenable to the inverse scattering
method.
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Due to the freedom of the phase transformation mentioned above, the
listed systems contain free parameters. In particular, if we fix the parameters
in the S-integrable systems at the Kaup–Newell case, they read as follows:

{

iqt + qxx − i(〈q, r〉q)x = 0,

irt − rxx − i(〈r, q〉r)x = 0,
{

iqt + qxx − i(2〈q, r〉q − 〈q, q〉r)x = 0,

irt − rxx − i(2〈r, q〉r − 〈r, r〉q)x = 0,
{

iqt + qxx − 2i〈q, r〉qx − i〈q, rx〉q = 0,

irt − rxx − 2i〈r, q〉rx − i〈r, qx〉r = 0,
{

iqt + qxx − 2i〈q, r〉qx − i〈q, q〉rx = 0,

irt − rxx − 2i〈r, q〉rx − i〈r, r〉qx = 0.

The existence of x-differentiation in the nonlinear terms results in richer
integrable vector generalizations of the derivative NLS than the NLS.
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In the following, to make the comparison easier, we (try to) follow the
original notation of Sokolov–Wolf (2001):

• the two vector unknowns in a system are expressed as U and V ;

• some inessential parameters in the list can be scaled away, but they are
often left as they were.
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C-integrable systems

System (1):

{

Ut = Uxx + 2α〈U, V 〉Ux + 2α〈U, Vx〉U − αβ〈U, V 〉2U,

Vt = −Vxx + 2β〈V,U〉Vx + 2β〈V,Ux〉V + αβ〈V, U〉2V.

We note that the system has the conservation law

〈U, V 〉t =
[
〈Ux, V 〉 − 〈U, Vx〉 + (α + β)〈U,V 〉2

]

x
.

Then, by a change of variables,

u := Ueα

�

x〈U,V 〉dx′
, v := V e−β

�

x〈U,V 〉dx′
,

(1) is converted to a pair of linear equations

ut = uxx, vt = −vxx.
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System (3):

{
Ut = Uxx + 2α〈U, V 〉Ux + 2β〈U, Vx〉U + 2(β − α)〈Ux, V 〉U − αβ〈U, V 〉2U,

Vt = −Vxx + 2α〈V, U〉Vx + 2α〈V, Ux〉V + αβ〈V, U〉2V.

Similarly, by a change of variables,

u := Ueα

�

x
〈U,V 〉dx′

, v := V e−α

�

x
〈U,V 〉dx′

,

(3) is reduced to a triangular system,

ut = uxx + 2(β − α)〈u, v〉xu, vt = −vxx.

If α = β, this system is already linear. If α 6= β, this system is a vector
reduction of the matrix system proposed by Olver–Sokolov (1998) and
solved by Tsuchida–Wadati (1999).
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Indeed, its “conservation law” guarantees that the linear system for a square
matrix A,

{
Ax = (β − α)vT

uA,

At =
[
(β − α)(vT

ux − v
T
x u) + (β − α)2(vT

u)2
]
A,

is compatible. Then, we can linearize the equation for u as

(uA)t = (uA)xx.
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S-integrable systems

System (2):

{

Ut = Uxx + 2α〈U, V 〉Ux + 2β〈U, Vx〉U + β(α − 2β)〈U, V 〉2U,

Vt = −Vxx + 2α〈V, U〉Vx + 2β〈V,Ux〉V − β(α − 2β)〈V,U〉2V.

System (4):

{
Ut = Uxx + 2α〈U, V 〉Ux + 2α〈U, Vx〉U + 2β〈Ux, V 〉U − α(α − β)〈U,V 〉2U,

Vt = −Vxx + 2α〈V, U〉Vx + 2α〈V, Ux〉V + 2β〈Vx, U〉V + α(α − β)〈V, U〉2V.

Both systems are already known, e.g.,

Kundu–Strampp–Oevel (1995 J. Math. Phys.),

Hisakado (1998 J. Phys. Soc. Jpn.),

Tsuchida–Wadati (1999 Phys. Lett. A).
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We start with the simplest matrix generalization of the Chen–Lee–Liu
system (11) (van der Linden–Capel–Nijhoff 1989 Physica A)

{

Qt = Qxx − 2aQRQx,

Rt = −Rxx − 2aRxQR.

Considering the (row, column) vector reduction

Q = (q1, . . . , qm), R = (r1, . . . , rm)T ,

and the (column, row) vector reduction

Q = (q1, . . . , qm)T , R = (r1, . . . , rm),
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we obtain two vector analogues of the Chen–Lee–Liu system:

{

qt = qxx − 2a〈q, r〉qx,

rt = −rxx − 2a〈r, q〉rx,
(13)

{

qt = qxx − 2a〈qx, r〉q,

rt = −rxx − 2a〈rx, q〉r.
(14)

We introduce a new pair of vector variables by

U := qe−b

�

x
〈q,r〉dx′

, V := reb

�

x
〈q,r〉dx′

.
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Then, (13) is transformed to the system

{

Ut = Uxx + 2b〈U, Vx〉U + 2(b − a)〈U, V 〉Ux − b(a + b)〈U, V 〉2U,

Vt = −Vxx + 2b〈V, Ux〉V + 2(b − a)〈V, U〉Vx + b(a + b)〈V, U〉2V.

With a new parametrization: a = −α + β, b = β, this system coincides
with system (2).

In the same way, (14) is transformed to the system

{

Ut = Uxx − 2a〈Ux, V 〉U + 2b〈U, Vx〉U + 2b〈U, V 〉Ux − b(a + b)〈U, V 〉2U,

Vt = −Vxx − 2a〈Vx, U〉V + 2b〈V, Ux〉V + 2b〈V, U〉Vx + b(a + b)〈V, U〉2V.

With a new parametrization: a = −β, b = α, this system coincides with
system (4).
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System (5):







Ut = Uxx + 4α〈U, V 〉Ux + 2(α − β)〈U,U〉Vx + 4β〈U, Vx〉U

+ 4β(α − 2β)〈U,V 〉2U − 2β(α − β)〈U,U〉〈V, V 〉U

− 4β(α − β)〈U,U〉〈U, V 〉V,

Vt = −Vxx + 4α〈V, U〉Vx + 2(α − β)〈V, V 〉Ux + 4β〈V,Ux〉V

− 4β(α − 2β)〈V, U〉2V + 2β(α − β)〈V, V 〉〈U,U〉V

+ 4β(α − β)〈V, V 〉〈V, U〉U.

We start with a matrix generalization of the Gerdjikov–Ivanov (Ablowitz–
Ramani–Segur) system (van der Linden–Capel–Nijhoff 1989 Physica A):

{

Qt = Qxx + 2aQRxQ − 2a2QRQRQ,

Rt = −Rxx + 2aRQxR + 2a2RQRQR.
(15)
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We introduce a set of 2M−1 × 2M−1 matrices {e1, . . . , e2M−1}
(generators of the Clifford algebra) satisfying the anti-commutation relation

{ei, ej} := eiej + ejei = −2δijI.

Then, the matrices Q and R written as

Q = q1I +

2M−1∑

j=1

qj+1ej, R = r1I −

2M−1∑

j=1

rj+1ej, (16)

satisfy the following relations:

QRQ =
1

2
{Q, {Q,R}} −

1

2
{Q2, R}

= 2〈q, r〉Q − 〈q, q〉R̄, (17a)

RQR = 2〈r, q〉R − 〈r, r〉Q̄. (17b)
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Here, the vectors q, r and the bar (“Clifford conjugation”) are given by

q = (q1, . . . , q2M), r = (r1, . . . , r2M),

and

Q̄ = q1I −
2M−1∑

j=1

qj+1ej, R̄ = r1I +
2M−1∑

j=1

rj+1ej.

Repeated use of (17a) and (17b) provides the relations

QRQRQ = (4〈q, r〉2 − 〈q, q〉〈r, r〉)Q − 2〈q, q〉〈q, r〉R̄, (18a)

RQRQR = (4〈r, q〉2 − 〈r, r〉〈q, q〉)R − 2〈r, r〉〈r, q〉Q̄. (18b)
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Thus, considering the reduction (16) of (15) and using the formulas
(17) and (18), we obtain a vector analogue of the Gerdjikov–Ivanov system
(V. E. Adler: nlin/0011039):







qt = qxx + 4a〈q, rx〉q − 2a〈q, q〉rx − 8a2〈q, r〉2q + 2a2〈q, q〉〈r, r〉q

+ 4a2〈q, q〉〈q, r〉r,

rt = −rxx + 4a〈r, qx〉r − 2a〈r, r〉qx + 8a2〈r, q〉2r − 2a2〈r, r〉〈q, q〉r

− 4a2〈r, r〉〈r, q〉q.

(19)

System (19) has the conservation law

〈q, r〉t =
[
〈qx, r〉 − 〈q, rx〉 + 2a〈q, r〉2 − a〈q, q〉〈r, r〉

]

x
.

We introduce a new pair of vector variables by

U := qe−2b

�

x
〈q,r〉dx′

, V := re2b

�

x
〈q,r〉dx′

.
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Then, using the above conservation law, (19) is transformed to the system







Ut = Uxx + 4b〈U, V 〉Ux − 2a〈U, U〉Vx + 4(a + b)〈U, Vx〉U

− 4(a + b)(2a + b)〈U, V 〉2U + 2a(a + b)〈U, U〉〈V, V 〉U

+ 4a(a + b)〈U, U〉〈U, V 〉V,

Vt = −Vxx + 4b〈V, U〉Vx − 2a〈V, V 〉Ux + 4(a + b)〈V, Ux〉V

+ 4(a + b)(2a + b)〈V, U〉2V − 2a(a + b)〈V, V 〉〈U, U〉V

− 4a(a + b)〈V, V 〉〈V, U〉U.

With a new parametrization: a = −α + β, b = α, this system coincides
with system (5).
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System (6):







Ut = Uxx + 4α〈U, V 〉Ux − 2β〈U,U〉Vx + 4α〈U, Vx〉U

+ 4β〈Ux, V 〉U − 4β〈U,Ux〉V − 4α(α − β)〈U,V 〉2U

+ 6β(α − β)〈U, U〉〈V, V 〉U − 4β(α − β)〈U,U〉〈U, V 〉V,

Vt = −Vxx + 4α〈V, U〉Vx − 2β〈V, V 〉Ux + 4α〈V, Ux〉V

+ 4β〈Vx, U〉V − 4β〈V, Vx〉U + 4α(α − β)〈V, U〉2V

− 6β(α − β)〈U, U〉〈V, V 〉V + 4β(α − β)〈V, V 〉〈V, U〉U.

We start with the simplest matrix generalization of the Kaup–Newell system
(e.g. Konopelchenko 1981):

{

Qt = Qxx + 2c(QRQ)x,

Rt = −Rxx + 2c(RQR)x.
(20)
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Considering the reduction (16) of (20) and using the relations (17), we
obtain a vector analogue of the Kaup–Newell system (Adler–Svinolupov–
Yamilov 1999 PLA; cf. Kulish–Sklyanin 1981):

{

qt = qxx + (4c〈q, r〉q − 2c〈q, q〉r)x,

rt = −rxx + (4c〈r, q〉r − 2c〈r, r〉q)x.
(21)

Besides the 2M × 2M Lax representation based on the Clifford algebra, this
system also possesses a (2M + 2) × (2M + 2) Lax representation.

System (21) has the conservation law

〈q, r〉t =
[
〈qx, r〉 − 〈q, rx〉 + 6c〈q, r〉2 − 3c〈q, q〉〈r, r〉

]

x
.

We introduce a new pair of vector variables by

U := qe−2d

�

x
〈q,r〉dx′

, V := re2d

�

x
〈q,r〉dx′

.
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Then, using the above conservation law, (21) is transformed to the system







Ut = Uxx + 4(c + d)〈U, V 〉Ux − 2c〈U,U〉Vx + 4(c + d)〈U, Vx〉U

+ 4c〈Ux, V 〉U − 4c〈U, Ux〉V − 4d(c + d)〈U, V 〉2U

+ 6cd〈U,U〉〈V, V 〉U − 4cd〈U,U〉〈U, V 〉V,

Vt = −Vxx + 4(c + d)〈V, U〉Vx − 2c〈V, V 〉Ux + 4(c + d)〈V, Ux〉V

+ 4c〈Vx, U〉V − 4c〈V, Vx〉U + 4d(c + d)〈V, U〉2V

− 6cd〈U,U〉〈V, V 〉V + 4cd〈V, V 〉〈V, U〉U.

With a new parametrization: c = β, d = α − β, this system coincides with
system (6).
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Summary

• In this talk, we considered the six vector derivative NLS-type systems in
the Sokolov–Wolf list.

• Two of the six systems turned out to be linearizable by a change of
variables.

• Two of the remaining four systems are obtained by applying a
phase transformation to a column/row vector reduction of the matrix
generalization of the Chen–Lee–Liu system.

• Finally, the remaining two systems are obtained as a reduction of the
matrix generalization of the Gerdjikov–Ivanov (ARS) system and the
Kaup–Newell system, respectively. The matrix variables are expanded in
terms of the generators of the Clifford algebra (cf. Eichenherr–Pohlmeyer
(1979, PLB) & Kulish–Sklyanin (1981, PLA)).
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• The matrix Chen–Lee–Liu, Gerdjikov–Ivanov and (potential) Kaup–
Newell systems are all solvable by the inverse scattering method
associated with the matrix NLS system. The quantity exp

(∫ x
〈q, r〉dx′

)

for the phase transformation of the vector derivative NLS systems can
be computed explicitly within the inverse scattering formalism.
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For example, the solutions to the matrix Kaup–Newell equation

iqt + qxx + i(qq†q)x = O, (22)

tending to zero as x → +∞, can be constructed through the compact
formula

q(x, t) =
∂K(x, x; t)

∂x
,

K(x, y) = Ḡ(y) −
i

2

∫ ∞

x

ds1

∫ ∞

x

ds2
∂K(x, s1)

∂s1

∂Ḡ(s1 + s2 − x)†

∂s2

∂Ḡ(s2 + y − x)

∂y
,

y ≥ x,

where

iḠt + Ḡxx = O.
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The N -soliton solution of the matrix Kaup–Newell equation (22) is
written as

q(x, t) =
∂

∂x







(I I . . . I
︸ ︷︷ ︸

N

)





S11 . . . S1N
... . . . ...

SN1 . . . SNN





−1





C1e
iλ1x−iλ2

1t

...

CNeiλNx−iλ2
Nt












,

(23)

where the block matrix elements Sjk are given by

Sjk := δjkI +

N∑

l=1

λjλkλ
∗
l

2(λj − λ∗
l )(λk − λ∗

l )
CjC

†
l e

i(λj−λ∗
l )x−i(λ2

j−λ∗2
l )t, 1 ≤ j, k ≤ N.

A different (somewhat implicit) formula for the solutions was already
presented by Nijhoff, Capel, Quispel and van der Linden (’83 & ’89), though
they did not construct explicit solutions.
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