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The ATLAS detector is one of the major ex-
periments at the CERN Large Hadron Collider
(LHC) that will provide proton-proton collisions
at an unprecedented center-of-mass energy of 14
TeV. The complete ATLAS detector comprises
roughly 140 millions electronic channels register-
ing collisions at the LHC’s bunch crossing of 40
MHz. A three stage trigger system will reduce the
number of processed events from 105 events/sec
at the first level up to the 200 events/sec finally
written to tape storage. In order to ensure that
only good data quality is saved, various monitor-
ing systems are deployed at different levels of the
online data-flow to detect potential problems as
soon as possible already at the trigger level. Dur-
ing the offline reconstruction, more complex anal-
ysis of physics quantities is performed by Data
Quality Monitoring, and the results are used to
assess the quality of the reconstructed data.

The Event Filter (EF) is the final trigger level
and has access to the complete event information
and conditions databases. Monitoring installed at
this levels is the only trigger monitoring system
capable of performing detector and data qual-
ity control on complete and calibrated physics
events. Both individual subdetector as well as
global reconstruction quantities can be monitored
at this level, using the same code base as used in
offline reconstruction.

The EF monitoring system is based on a mon-
itoring framework [2] interacting with Online
Monitoring Services as well as with some other
Online Services, provided as part of the ATLAS
TDAQ Software infrastructure (Fig.1).

The Lecce ATLAS group is involved in both
Online and Offline Monitoring for Muon Trigger
at the Event Filter.

In Online the selection of histograms accessible
though the Online Histogram Presenter during
data taking enables the shifter to assess the qual-
ity of the recorded data. Malfunctioning parts
can be identified and pointed out to expert for a
more detailed analysis.

The specific tasks of our group are the defini-
tion and the retrieval of Monitoring observables
for the Muon Event Filter, the construction of

Figure 1. Data Quality Monitoring Framework
(DQMF) interaction with the online services. The
Information Service (IS) is used to retrieve the re-
quired monitoring data and to publish the Data Qual-
ity analysis results. Via the Gatherer the histograms
are collected from different Online Histogramming
Nodes. Messages can be sent to the Trigger/Data
Acquisition (TDAQ) system in order to avoid tak-
ing faulty data. Condition Database is used to
store/retrieve results on Data Quality.

suitable histograms, as well as the extraction
of reference histograms and the implementation
of monitoring algorithms which raise an alarm
automatically if a monitored observable deviates
significantly from its reference value.

The histograms, displayed to the shifter with
an high-level Graphical User Interface (GUI), are
flagged with different colours according to the
status of the analysis response.

The Event Filter Monitoring has been success-
fully deployed in the Muon Spectrometer during
cosmic runs. Aspects of the muon signal rang-
ing from the readout channel level to quantities
related to completely reconstructed muon tracks
have been monitored. In Fig. 2 a screenshot of a
Monitored observable is shown.

The Muon Event Filter Monitoring has the ca-
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Figure 2. An Online Histogram Presenter screenshot
from the Cosmic runs showing the Charge Observable

pability of monitoring reconstructed physics ob-
jects, typically constructed by applying pattern
recognition algorithms used in the offline to a sub-
sets of data. Clearly a direct comparisons with
offline reconstruction is a powerfull tool to assess
and define the quality of monitoring.

The Offline Data Quality Assesment is per-
formed in calibration runs on the express stream
of physics runs and it is crucial for the elabora-
tion of the go/no-go decision and to update the
detector conditions before the bulk recostruction
starts. The decision must be taken within 24
hours from the end of the run and it involves both
data and detector status.
In order to maximize their effectiveness, both
monitoring and Data Quality Monitoring Frame-
work run, with different strategies, in two differ-
ent computing centers: the main CERN comput-
ing center (TIER0) and at the CERN Analysis
Facility (CAF).

The offline monitoring at the computing center
give the unique opportunity to have a complete
analysis of the trigger Data Quality. Here a full
comparison with the offline reconstructed physi-
cal objects is possible.

In the commissioning phase, when High Level
Triggers will not be fully integrated in the Data
Acquisition, the emulation of the running of High
Level Triggers will be done offline. A crucial role
for the start up phase of the experiment is then
to be given to the offline monitoring.

At TIER0 express stream the monitoring his-
tograms are filled with High Level Trigger con-
tent of online result, the full reconstruction is
performed in sequence.
Calibration stream is instead processed at CAF
and more refined analysis eventually comprensive
of reprocessing of HLT can be performed there.
Also at CAF the reconstruction is performed
subsequently, on a subsample of data sets.
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