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ZETA DETERMINANT FOR DOUBLE SEQUENCES

OF SPECTRAL TYPE

M. SPREAFICO

(Communicated by Walter Van Assche)

Abstract. We study the spectral functions, and in particular the zeta func-
tion, associated to a class of sequences of complex numbers, called of spectral
type. We investigate the decomposability of the zeta function associated to
a double sequence with respect to some simple sequence, and we provide a
technique for obtaining the first terms in the Laurent expansion at zero of the

zeta function associated to a double sequence.

1. Introduction

Let S = {λ} be a sequence of complex numbers. Under some mild requirements
on S, it is possible to define the zeta function associated to S by the Dirichlet series

(1) ζ(s, S) =
∞∑

λ∈S

λ−s,

where s is a complex variable, and the series in equation (1) converges in some
domain of the complex plane. For example, if S = N0 = {1, 2, . . . } are the positive
integers, then ζ(s, S) = ζR(s) is the Riemann zeta function, and if S are the norms
of the integral ideals of a number field K, then ζ(s, S) = ζK(s) is the Dedekind zeta
function of K; in both cases the series in equation (1) converges if Re(s) > 1. If
S is the spectrum of the Laplace operator on a compact Riemannian manifold of
dimension m, then the series in equation (1) converges if Re(s) > m

2 .
Several authors studied analytic properties of spectral functions and regularized

products associated to some classes of abstract sequences [17, 2, 10, 5, 6], and
indeed the basic facts of this theory are contained in the classical works on Dirichlet
series (see for example [4]). In particular, a general theory has been introduced
and described in detail in the works of Jorgenson and Lang [5, 6, 7, 8]. Our
works proceed along this line of investigation, but are more focused on regularized
products, and in particular to results on the expansion of the zeta function at
zero. It is well known that the determination of the value of the derivative of
the zeta function at zero is a major problem in various areas of mathematics and
theoretical physics. In number theory, it is related with the ideal class number, while
in analysis and geometry it is used in order to define the functional determinant
of a linear operator. With this aim, we introduced in [14] a class of abstract
sequences of complex numbers, which we called of spectral type, that is a subclass
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of the more general type introduced in [5], and we investigated the properties of
the spectral functions associated to the sequences of that class. In a series of works
[12, 13, 15, 16], we studied various different applications of the approach introduced
in [14]. In particular, in [13] and [15], some double sequences appeared, and we
introduced some techniques that allowed us to tackle the expansion at zero of the
associated zeta functions. These techniques permitted us to obtain very useful
information in the different problems analyzed in those works. This motivates
the investigation of a general purpose technique that permits us to deal with a
large class of double or even multiple sequences. This is the aim of the present
work, which has two sections. In Section 2, we review the definition of sequences
of spectral type given in [14], and we give some further properties of the zeta
function associated to the sequences of this type. In Section 3, we consider double
(or multiple) sequences. We define a criterium for decomposing a double sequence
with respect to some simple sequence of spectral type (Definition 3.1), and we prove
our main result in Theorem 3.9, where we give the expansion at zero of the zeta
function associated to a decomposable double sequence.

2. Zeta invariants for sequences of spectral type

In this section, we recall from [14] the definition of sequences of spectral type,
and we give some new results on the spectral functions associated to that class of
sequences. Let S = {λn}∞n=1 be a sequence of nonvanishing complex numbers with
unique accumulation point at infinity. We order S as 0 < |λ1| ≤ |λ2| ≤ . . . (if we
need to include the number zero, we use the notation λ0 = 0). The positive number

e = e(S) = lim sup
n→∞

log n

log |λn|

is called the exponent of convergence of S. We are only interested in sequences with
e(S) < ∞. If this is the case, then there exists a least integer p such that the series∑∞

n=1 λ
−p−1
n converges absolutely. We assume e − 1 < p ≤ e, and hence we have

p = [e] (the integer part). The integer p is called the genus of the sequence S, and
we use the notation g = g(S) = p. The Weierstrass canonical product

p(z, S) =
∞∏

n=1

(
1 +

z

λn

)
e

∑g(S)
j=1

(−1)j

j
zj

λ
j
n

converges uniformly and absolutely in any bounded closed region of the complex
plane and is an integral function of order g(S) which vanishes if and only if z = −λn

for some n. We call the open subset ρ(S) = C−S of the complex plane the resolvent
set of S. We define the Gamma function associated to S by the canonical product
Γ(z, S) = 1

p(z,S) . For further convenience, we use the variable λ = −z for the

Gamma function, with the convention that the variable −λ is purely real on the
negative part of the real axes. When necessary, in order to define the branch of
analyticity of a meromorphic function, the domain for λ will be some open subset of
C− [0,∞) in the complex plane. With this notation, for all λ ∈ ρ(S), the Gamma
function is

(2)
1

Γ(−λ, S)
=

∞∏
n=1

(
1 +

−λ

λn

)
e

∑g(S)
j=1

(−1)j

j
(−λ)j

λ
j
n .
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We now introduce the definition of sequences of spectral type. Conditions for a
sequence to be of spectral type can be found in [5] or [14].

Definition 2.1. Let S = {λn}∞n=1 be a sequence of nonvanishing complex numbers
with unique accumulation point at infinity and exponent of convergence e(S) < ∞.
We call S a sequence of spectral type (S-type) if the following conditions hold:

(1) there exist c > 0 and 0 < θ < π, such that the sequence S is contained in
the interior of the sector Σθ,c =

{
z ∈ C | | arg(z − c)| ≤ θ

2

}
;

(2) the logarithm of the associated Gamma function has an asymptotic expan-
sion for large λ ∈ ADθ,c(S) = C− Σθ,c of the form

log Γ(−λ, S) =
∑
α

Kα∑
k=0

aα,k(−λ)α logk(−λ) + o((−λ)αN ),

where {α} is a decreasing sequence of real numbers α0 > α1 > · · · > αN ≥
−∞, and k = 0, 1, . . . ,Kα ∈ N, for each α.

If N is finite, we call the number αN the order of the sequence S, and we use
the notation o(S). We say that S has infinite order if N is not finite, and we write
o(S) = −∞. We call the open set ADθ,c(S) the asymptotic domain of S.

Remark 2.2. The point λ = 0 belongs by definition to the domain of analyticity
of Γ−1(−λ, S) for a sequence of spectral type, and log Γ(−λ, S) has a zero of order
g(S) + 1 at λ = 0.

We define some further spectral functions associated to a sequence S of spec-
tral type (see for example [5], p. 1): the zeta function, defined by the uniformly
convergent series

ζ(s, S) =

∞∑
n=1

λ−s
n ,

for Re(s) > e(S), and by analytic continuation elsewhere, the heat function (t > 0)

(3) f(t, S) = 1 +
∞∑

n=1

e−tλn ,

and, for each nonnegative integer k, and λ ∈ ρ(S), the functions

rk(λ, S) = − dk+1

dλk+1
log Γ(−λ, S) = k!

∞∑
n=1

⎛
⎝ (−1)k

(λ− λn)k+1
+

g(S)−k−1∑
j=0

(
j + k

j

)
λj

λj+k+1
n

⎞
⎠ .

These spectral functions are clearly strictly related to each other (under some gen-
eral regularity assumptions). In particular, the following complex integral represen-
tations hold (see [12] and [14], Proposition 2.4). Here we use the notation Σθ,c ={
z ∈ C | | arg(z − c)| ≤ θ

2

}
, with c ≥ δ > 0, 0 < θ < π. We use ADθ,c = C−Σθ,c for

the complementary (open) domain and Λθ,c = ∂Σθ,c =
{
z ∈ C | | arg(z − c)| = θ

2

}
,

oriented counterclockwise, for the boundary.
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Lemma 2.3. For Re(s) > e(S),

f(t, S)− 1 =
1

2πi

∫
Λθ,c

e−λtr0(λ, S)dλ(4)

= − t

2πi

∫
Λθ,c

e−λt log Γ(−λ, S)dλ,(5)

ζ(s, S) =
1

Γ(s)

∫ ∞

0

ts−1(f(t, S)− 1)dt(6)

=
s

Γ(s)

∫ ∞

0

ts−1 1

2πi

∫
Λθ,c

e−λt

−λ
log Γ(−λ, S)dλdt.(7)

Lemma 2.4. If k = g = g(S), then

rg(λ, S) = −g!ζ(g + 1, S − λ) = −g!
∞∑

n=1

(λn − λ)−g−1.

This is a uniformly convergent series, and we can take the limit for λ → ∞ that is
0. This implies that r(λ, S) cannot have a term such as (−λ)m and consequently
log Γ(−λ, S) cannot have a term such as (−λ)m+1, with m ≥ g.

Lemma 2.5. Let S be a sequence with finite exponent contained in a positive sector
Σθ,c>0. Then the heat function associated to S has an asymptotic expansion of
order δ′ ≥ −∞ with respect to the asymptotic sequence (see for example [9] for

the definition) {t−δ logl t}δ as t → 0+ if and only if the logarithmic Γ-function
associated to S has an asymptotic expansion of order α′ ≥ −∞ with respect to the
asymptotic sequence {(−λ)α logk(−λ)}α as λ → ∞ uniformly in λ for λ ∈ B, where
B is any unbounded region contained in the complement of Σθ,c (and δ′ = −∞ if
and only if α′ = −∞). The order δ′ and the coefficients in the expansion of the
heat function can be obtained from α′ and the coefficients in the expansion of the
logarithmic Gamma function, but not vice versa.

Even if many useful results hold for a generic sequence of S-type, we consider
here only sequences of a particular subclass as defined below (see also [1], Section 9).

Definition 2.6. A sequence of spectral type S is called regular if the coefficients
aα,k in the expansion of log Γ(−λ, S) vanish for all k �= 0, 1.

Remark 2.7. Let S be a regular sequence of spectral type with o(S) = αN . Then

log Γ(−λ, S) =

N∑
j=0

aαj ,0(−λ)αj +

N∑
j=0

aαj ,1(−λ)αj log(−λ) +O((−λ)αN ),

for large λ in ADθ,a(S) and where α0 > α1 > · · · > αN = o(S).

Remark 2.8. If S is a regular sequence of S-type, then α0 ≤ e(S), and α0 < g(S)+1.

We now give the main results on regular sequences of S-type in this context.
The first result follows from equation (6) and properties of special functions.

Proposition 2.9 ([14]). Let S be a regular sequence of spectral type with finite
exponent and order αN . Then, the associated heat function has the following as-
ymptotic expansion for t → 0+:

f(t, S)− 1 =
N∑
j=0

1∑
k=0

cαj ,kt
−αj logk t+ o(t−αN ),
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where cαj ,0 = 1
Γ(−αj)

(
aαj ,0 + ψ(−αj)aαj ,1

)
, cαj ,1 = − aαj,1

Γ(−αj)
, and ψ is the Digam-

ma function.

Note that the equations among the coefficients given in Proposition 2.9 are in-
vertible provided αj �∈ N; moreover, cαj ,1 = 0 whenever αj ∈ N. Note also that
the formulas in Proposition 2.9 for the coefficients only hold for regular sequences
of spectral type. For a generic S-sequence, it is not true for example that the
coefficients cαj ,1 are null for αj a natural number.

Next, we give formulas for the zeta invariants of a regular sequence. This result
corresponds to the classical result for the functional zeta function of a differential
operator. See also Theorems 3.4 and 3.6 of [5] for a further generalization to a
larger class of sequences.

Proposition 2.10. Let S be a regular sequence of spectral type of order αN . Then,
the associated zeta function is regular in the complex half-plane Re(s) > αN − ε
(positive small ε), up to a finite set of poles. The poles in the half-plane Re(s) >
αN − ε are at most N + 1, are located at s = αN , αN−1, . . . , α0 ≤ e(S), and are of
order at most 2 with residues

Res2
s=αj

ζ(s, S) = −
cαj ,1

Γ(αj)
(= 0, if αj ∈ Z) ,

Res1
s=αj

ζ(s, S) =

{
cαj,0

Γ(αj)
+ cαj ,1

ψ(αj)
Γ(αj)

, αj �= 0,−1,−2, . . . ,−[|αN |],
(−1)−αj+1(−αj)!cαj ,1, αj = −1,−2, . . . ,−[|αN |],

Res0
s=αj

ζ(s, S) = (−1)αj (−αj)!cαj ,0, αj = −1,−2, . . . ,−[|αN |];

in particular, if αN ≤ 0, then s = 0 is a regular point with ζ(0, S) = c0,0.

It is important to observe that all the formulas given in Proposition 2.10 can be
written using exclusively the coefficients aαj ,k appearing in the asymptotic expan-
sion of the Γ-function. This follows from Proposition 2.9 or by direct computations
(see also Proposition 2.14 below).

Theorem 2.11 ([14]). If S is a regular sequence of spectral type of order αN ≤ 0,
then the associated zeta function is regular at s = 0, and near s = 0,

ζ(s, S) = −a0,1 − a0,0s+O(s2).

We call a regular sequence of spectral type simply regular if the unique logarith-
mic terms appearing in the expansion of log Γ(−λ, S) are of the form (−λ)k log(−λ),
with integer k, and totally regular if also k ≥ 0. It is clear that the zeta function
of a simply regular sequence of order αN has at most simple poles for Re(s) ≥ αN .
It is also easy to see that, while there can be logarithmic terms in the expansion
of the heat function of a simply regular sequence, namely of the type tk log t, with
negative integer k, we have cαj ,1 = 0 for all αj for a totally regular sequence.

Remark 2.12. When S is a totally regular sequence of spectral type with order αN

and genus g, the asymptotic expansion of the associated spectral functions reads:

log Γ(−λ, S) =

g∑
j=0

aj,1(−λ)j log(−λ) +

N∑
j=0

aαj ,0(−λ)αj + o((−λ)αN ),

f(t, S)− 1 =

N∑
j=0

cαj ,0t
−αj + o(t−αN ).
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The main results concerning totally regular sequences are the following ones.
First, we have formulas that express the coefficients aαj ,k as functions of the co-
efficients cαj ,k and some particular values of the zeta function (Proposition 2.13).
Second, using the coefficients aαj ,k, we obtain additional information on the values
of the residues of the associated zeta function (Proposition 2.14).

Proposition 2.13. Let S be a totally regular sequence of spectral type with order
αN and genus g. Then (recall αj ≤ g):

aαj ,0 =

⎧⎪⎪⎨⎪⎪⎩
Γ(−αj)cαj ,0 (αj �∈ Z) or (αj ∈ Z and αj ≤ −1),

(−1)αj

αj

(
1

αj !
cαj ,0 − Res0

s=αj

ζ(s, S)

)
αj ∈ Z and 0 < αj ≤ g,

−Res0
s=0

ζ ′(s, S) αj = 0,

aαj ,1 =

⎧⎪⎨⎪⎩
0 (αj �∈ Z) or (αj ∈ Z and αj ≤ −1),
(−1)αj+1

αj !
cαj ,0 αj ∈ Z and 0 < αj ≤ g,

−Res0
s=0

ζ(s, S) = −c0,0 αj = 0.

Proof. We adapt here a technique introduced in [12]. Integrate g times with respect
to t in equation (6). We obtain

ζ(s, S) =
(−1)gs

Γ(s− g)

∫ ∞

0

ts−g−1 1

2πi

∫
Λθ,c

e−λt

(−λ)g+1
log Γ(−λ, S)dλdt.

Next, split the t-integral at t = 1. The t-integral
∫∞
1

is a regular function of s;

in the t-integral
∫ 1

0
, we change the contour to Λθ,−c −Cc, where Cc is a circle with

center at the origin and radius c, and the λ integration along Cc vanishes, since by

definition, Res0
λ=0

e−λt

(−λ)g log Γ(−λ, S) = 0 (in fact log Γ(−λ, S) has a zero of order g+1

at λ = 0). Thus,

ζ(s, S) =
(−1)gs

Γ(s− g)

(∫ 1

0

ts−1 1

2πi

∫
Λθ,−c

e−λ

(−λ)g+1
log Γ(−λ/t, S)dλdt+ r(s)

)
,

where r(s) is regular for all s (Re(s) > αN − ε). We use the expansion of the
Γ-function and equations (13) and (14) in the appendix in order to obtain

(8) ζ(s, S) =
(−1)g+1s

Γ(s− g)

⎛⎝ N∑
j=0

1

Γ(g + 1− αj)

aαj ,0

s− αj
+

N∑
j=0

ψ(g + 1− αj)

Γ(g+ 1− αj)

aαj ,1

s− αj

+
N∑
j=0

1

Γ(g+ 1− αj)

aαj ,1

(s− αj)2
+ r(s)

⎞⎠ .

By direct inspection of the above equation, since the zeta function cannot have
double poles and S is totally regular, it follows that aαj ,1 = 0, whenever αj is not
an integer, or αj is an integer and αj ≤ −1 or αj ≥ g + 1. Now, if αj is not an
integer or it is an integer and αj ≤ −1 or αj ≥ g + 1, then the zeta function has a
pole at s = αj and

Res1
s=αj

ζ(s, S) =
(−1)g+1αj

Γ(αj − g)

aαj ,0

Γ(g + 1− αj)
= −αj

sinαjπ

π
aαj ,0.
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Therefore, since by Propositions 2.9 and 2.10,

Res1
s=αj

ζ(s, S) =
cαj ,0

Γ(αj)
,

we obtain that aαj ,0 = Γ(−αj)cαj ,0. If αj is an integer and 0 ≤ αj ≤ g, using the

expansion for s near αj = k of s(s−1)...(s−g)
Γ(s) = s

Γ(s−g) in equation (8), we obtain

after some calculations,

ζ(s, S) = (−1)k+1(s− k + k)

(
ak,1
s− k

+ ak,0 +O(s− k)

)
.

We distinguish two cases. First, if k = 0, then near s = 0,

ζ(s, S) = −a0,1 − a0,0s+O(s2),

as in Theorem 2.11. Second, if 0 < k ≤ g, then near s = k,

ζ(s, S) = (−1)k+1k
ak,1
s− k

+ (−1)k+1kak,0 + (−1)k+1ak,1 +O(s− k),

and using Proposition 2.10, this completes the proof. �

Proposition 2.14. Let S be a totally regular sequence of spectral type with order
αN and genus g. Then, the associated zeta function is regular in the complex half-
plane Re(s) > αN − ε up to a finite set of at most N + 1 simple poles located at
s = αN , αN−1, . . . , α0:

Res1
s=αj

ζ(s, S) =
aαj ,0

Γ(αj)Γ(−αj)
, αj �= −[|αN |], . . . , g,

Res1
s=αj

ζ(s, S) =

{
(−1)αj+1αjaαj ,1, αj = 1, . . . , g,
0, αj = −[|αN |], . . . , 0,

Res0
s=αj

ζ(s, S) =

⎧⎨⎩
(−1)αj+1αjaαj ,0, αj = −[|αN |], . . . ,−1,
(−1)αj+1

(
αjaαj ,0 + aαj ,1

)
, αj = 1, . . . , g,

−aαj ,1, αj = 0.

We conclude this section with some properties of sums and multiplication by a
scalar of sequences of spectral type. All the proofs are straightforward, up to 2.17,
where we can use the Young inequality. Let S = {λn}n∈N0

be a sequence and y a
positive number. Denote by yS the sequence yS = {yλn}n∈N0

. Let n = (n1, . . . , nI)
be an integer vector. If Si = {λ(i),ni

}ni∈N0
, i = 1, . . . , I, is a finite set of sequences,

we use the notation
∑I

i=1 S(i) for the sum of the sequences, namely the sequence{
λn =

∑I
i=1 λ(i),n1

}
n∈(N0)I

.

Lemma 2.15. For any positive real y, S = {λn}n∈N0
is a sequence with finite

exponent e, genus g and spectral sector Σθ,c if and only if yS is a sequence with
finite exponent e, genus g, and spectral sector Σθ,yc. S is of spectral type of order
αN if and only if yS is of spectral type of order αN ; S is regular, simply or totally
regular if and only if yS is regular, simply or totally regular respectively.

Lemma 2.16. If S(i) = {λ(i),ni
}ni∈N0

, i = 1, . . . , I, is a finite family of sequences,
then

f

(
t,

I∑
i=1

S(i)

)
= 1 +

I∏
i=1

(f(t, S(i))− 1).
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Lemma 2.17. If S(i) = {λ(i),ni
}ni∈N0

, i = 1, . . . , I, is a finite family of sequences
of spectral type of finite exponents e(i), genus g(i), asymptotic domains ADθ(i),c(i) ,

and orders α(i),N(i)
, then the sum sequence S =

∑I
i=1 S(i) is a sequence of spectral

type with exponent e(0) =
∑I

i=1 e(i), asymptotic domain ADθ,c, where θ = max(θ(i))
and c = min(c(i)), and order αN = max(α(i),N(i)).

Lemma 2.18. If S(i) = {λ(i),ni
}ni∈N0

, i = 1, . . . , I, is a finite family of sim-

ply/totally regular sequences of spectral type, then the sum sequence S =
∑I

i=1 S(i)

is a simply/totally regular sequence of spectral type.

3. Spectral decomposition

The aim of this section is to obtain the main zeta invariants of double sequences.
It is clear that, using multi-indices, the results extend to multiple sequences. Our
strategy to deal with double sequences is to define a class of double sequences
that can be decomposed as sums of simple sequences relative to some fixed simple
sequence in a suitable way. The double sequences of this class are said to be
spectrally decomposable and are defined in Definition 3.1. The idea of this type of
decomposition was suggested by the results of Brüning and Seeley (in particular,
see [1]) and has already been applied with success in a number of cases ([13], [15]).
For the zeta function associated to spectrally decomposable double sequences, we
obtain conditions for regularity at s = 0 and a formula that gives the values of ζ(0)
and ζ ′(0) (Theorem 3.9).

Let S = {λn,k}∞n,k=1 be a double sequence of nonvanishing complex numbers

with unique accumulation point the infinity, finite exponent s0 = e(S) and genus
p0 = g(S). Assume if necessary that the elements of S are ordered as 0 < |λ1,1| ≤
|λ1,2| ≤ |λ2,1| ≤ . . . . We use the notation Sn (Sk) to denote the simple sequence
with fixed n (k). We call the exponents of Sn and Sk the relative exponents of S,
and we use the notation (s0 = e(S), s1 = e(Sk), s2 = e(Sn)). We define the relative
genus accordingly.

Definition 3.1. Let S = {λn,k}∞n,k=1 be a double sequence with finite exponents

(s0, s1, s2), genus (p0, p1, p2), and positive spectral sector Σθ0,c0 . Let U = {un}∞n=1

be a totally regular sequence of spectral type of order u′ ≤ 0 with exponent r0, genus
q, and domain ADφ,d. We say that S is spectrally decomposable over U with power
κ, length  and asymptotic domain ADθ,c, with c = min(c0, d, c

′), θ = max(θ0, φ, θ
′),

if there exist positive real numbers κ,  (integer), c′, and θ′, with 0 < θ′ < π, such
that:

(1) the sequence S̃n = u−κ
n Sn =

{
λn,k

uκ
n

}∞

k=1
has spectral sector Σθ′,c′ and is a

totally regular sequence of spectral type of order ≤ 0 for each n;

(2) the logarithmic Γ-function associated to S̃n has an asymptotic expansion
for large n uniformly in λ for λ in ADθ,c of the following form:

log Γ(−λ, u−κ
n Sn) =

	∑
h=0

φσh
(λ)u−σh

n +
L∑

l=0

Pρl
(λ)u−ρl

n log un + o(u−r0
n ),

where σh and ρl are real numbers with σ0 < · · · < σ	, ρ0 < · · · < ρL, the
Pρl

(λ) are polynomials in λ satisfying the condition Pρl
(0) = 0,  and L are

the larger integers such that σ	 ≤ r0 and ρL ≤ r0, and σ0 and ρ0 satisfy
the condition u′ < min(σ0, ρ0 − 1).
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We point out that the condition Pρl
(0) = 0 is introduced in Definition 3.1

expressly in order to avoid the dependence of the final result on the logarithmic
terms. More precisely, without this condition, the function A0,0(s), introduced
in Lemma 3.5, would depend on the values of the coefficients of the polynomials
Pρl

(λ). As a consequence, also the coefficients of the expansion of the zeta function
at zero given in Theorem 3.9 would depend on the coefficients of the Pρl

(λ).
The proof of the following lemma is essentially based on standard properties of

double limits.

Lemma 3.2. The functions φσh
(λ) appearing in Definition 3.1 have an asymptotic

expansion of order ≤ 0 for large λ in ADθ,c with respect to the asymptotic sequence

{(−λ)α logk(−λ)}α, k = 0, 1, where the unique logarithmic terms are of the form
(−λ)m log(−λ), with integer m such that m ≤ p2. The maximum order of the
polynomials Pρl

(λ) is less than or equal to p2.

When S is a double sequence, we consider the general case where we do not know
an explicit expansion for log Γ(−λ, S), and hence we cannot apply Theorem 2.11.
On the other side we suppose that we do know such expansions for the sequences

S̃n, and our aim is to use this information to obtain the result for S. We could
write log Γ(−λ, S) =

∑∞
n=1 log Γ(−λ, Sn) and use this decomposition in the formula

(6) for ζ(s, S). Then, we could proceed as in the proof of Proposition 2.13, using
the known information on the expansion of Sn, and eventually try to sum on n.
This procedure does not work. The series in n may not converge. To overcome
this difficulty, the idea is to insert an s in the general term. In other words, we
decompose the zeta function as ζ(s, S) =

∑∞
n=1 u

−κs
n ζ(s, u−κ

n Sn) (see Lemma 3.4
below). The power κ is necessary to guarantee the existence of an asymptotic

expansion of log Γ(−λ, S̃n) for large n.

Lemma 3.3. Let S be spectrally decomposable over U as in Definition 3.1. Then,
there exist constants N , αN < · · · < α0, aαj ,k,n and bσh,αj ,k, with αN ≤ 0, such
that

log Γ(−λ, S̃n) =

N∑
j=0

1∑
k=0

aαj ,k,n(−λ)αj logk(−λ) + o((−λ)αN ),

for all n, and

φσh
(λ) =

N∑
j=0

1∑
k=0

bσh,αj ,k(−λ)αj logk(−λ) + o((−λ)αN ),

for all σh, for large λ uniformly in ADθ,c, and where aαj ,1,n = bσh,αj ,1 = 0 for all
αj �= 0, 1, . . . , p2.

Proof. Since S̃n = u−κ
n Sn is of spectral type for each n, we have that the sequences

of powers αj appearing in the asymptotic expansion of the Γ-functions are all upper
bounded by s1 (by Proposition 2.10). Hence, they can all only accumulate at −∞,
and hence we can collect them in a unique sequence {αj}Nj=0, starting at the larger

nonvanishing one and where αN is the smaller of the order of the S̃n. Notice also
that since the expansions of the log Γ(−λ, Sn) are all of order ≤ 0, it follows that
αN ≤ 0. For the domain, if the conditions in Definition 3.1 are satisfied, all the

S̃n are contained in the positive spectral sector Σθ,c. The same argument works
for the φσh

, and again we can reset αN to be the smaller of the orders and it will
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always be negative or null. The condition on the coefficients follows from the point

(1) (the fact that S̃n is totally regular) of Definition 3.1 (see also Remark 2.12). �

Lemma 3.4. Let S be spectrally decomposable over U as in Definition 3.1. Then,
we have the following contour integral representation for the associated zeta func-
tion:

ζ(s, S) =
s

Γ(s)

∫ ∞

0

ts−1 1

2πi

∫
Λθ,c

e−λt

−λ
T (s, λ, S, U)dλ,

where

T (s, λ, S, U) =
∞∑

n=1

u−κs
n log Γ(−λ, u−κ

n Sn).

Proof. By uniform convergence of the series, for Re(s) > s0, we can write

ζ(s, S) =
∞∑

n=1

u−κs
n ζ(s, u−κ

n Sn),

where

ζ(s, u−κs
n Sn) = u−κs

n

∞∑
k=1

λ−s
n,k

is well defined by the series since s0 ≥ s2. Now, applying equation (7) of Lemma 2.3
to ζ(s, u−κs

n Sn), when Re(s) > s0 ≥ s1, s2, thanks to uniform convergence of the
integral, we obtain the thesis. �

Lemma 3.5. Let S be spectrally decomposable over U as in Definition 3.1. Then,
the function T (s, λ, S) can be extended analytically to the half-plane Re(s) > −ε
(positive small ε) by the following formula for all λ ∈ ADθ,c:

T (s, λ, S, U) = P(s, λ, S, U) +

	∑
h=0

φσh
(λ)ζ(κs+ σh, U)−

L∑
l=0

Pρl
(λ)ζ ′(κs+ ρl, U).

Moreover, the function P(s, λ, S, U) is regular in s for Re(s) > −ε and has the
following expansion for large λ uniformly in ADθ,c:

P(s, λ, S, U) =
N∑
j=0

Aαj ,0(s)(−λ)αj +

p2∑
j=0

Aj,1(s)(−λ)j log(−λ) + o((−λ)αN ),

where N is defined in Lemma 3.3 and the coefficients

Aαj ,0(s) =
∞∑

n=1

(
aαj ,0,n −

	∑
h=0

bσh,αj ,0u
−σh
n

)
u−κs
n , αj �= 0, 1, . . . , p2,

A0,0(s) =

∞∑
n=1

(
a0,0,n −

	∑
h=0

bσh,0,0u
−σh
n

)
u−κs
n ,

Aj,0(s) =
∞∑

n=1

(
aj,0,n −

	∑
h=0

bσh,j,0u
−σh
n −

L∑
l=0

pρl,ju
−ρl
n log un

)
u−κs
n , 1 ≤ j ≤ p2,

Aj,1(s) =
∞∑

n=1

(
aj,1,n −

	∑
h=0

bσh,j,1u
−σh
n

)
u−κs
n , 0 ≤ j ≤ p2,

are regular functions of s for Re(s) > −ε.
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Noting that T and P are regular does not mean that ζ(s, S) is regular, just that
we need not bother about the dependence on s coming from T .

Proof. We would like to expand T for large λ in order to proceed as in the proof
of Proposition 2.13. We could use the expansion of log Γ(−λ, u−κ

n Sn) for large λ to
get that of T . Unfortunately, this does not work for the following reason. When
we expand T and we perform the integrals in λ and t for each term, the resulting
functions have poles in s at s = 0 and the sum over n also gives a pole in the same
point; thus we get some terms with a double pole, and hence we cannot use the
formula (6) to compute the derivative in s at s = 0. What we can do is to split
into two terms, each one having only simple poles. We do this as follows. Since S
is spectrally decomposable over U with power κ, we have the expansion (observe

that log Γ(−λ, S̃n) = log Γ(−λuκ
n, Sn))

log Γ(−λ, S̃n) =

	∑
h=0

φσh
(λ)u−σh

n +

L∑
l=0

Pρl
(λ)u−ρl

n log un + o(u−K
n ).

This allows us to split T into two terms:

T (s, λ, S, U) = P(s, λ, S, U) +
	∑

h=0

∞∑
n=1

φσh
(λ)u−κs−σh

n +
L∑

l=0

Pρl
(λ)u−κs−ρl

n log un

= P(s, λ, S, U) +

	∑
h=0

φσh
(λ)ζ(κs+ σh, U)−

L∑
l=0

Pρl
(λ)ζ ′(κs+ ρl, U),

where

P(s, λ, S, U) =

∞∑
n=1

u−κs
n

(
log Γ(−λuκ

n, Sn)−
	∑

h=0

φσh
(λ)u−σh

n −
L∑

l=0

Pρl
(λ)u−ρl

n log un

)
.

Since, by Definition 3.1, the term in brackets in the above sum is O(u−r0−ε
n )

uniformly in λ for λ ∈ ADθ,c, it follows that

P(s, λ, S, U) <

∞∑
n=1

u−κs−r0−ε
n ,

and hence P is regular when Re(κs+ r0 + ε) ≥ r0, i.e. Re(s) ≥ − ε
κ . As κ > 0, P

is regular at s = 0, uniformly for λ in ADθ,c. Thus we can get the expansion of
P as follows. It is clear that the expansion for large λ of log Γ(−λ, Sn) gives that
of log Γ(−λuκ

n, Sn) (n fixed). Thus we can use the expansions given in Lemma 3.3.
Substituting in the definition of P we have

P(s, λ, S, U) =
∞∑

n=1

u−κs
n

N∑
j=0

1∑
k=0

(
aαj ,k,n(−λ)αj logk(−λ)−

L∑
l=0

Pρl
(λ)u−ρl

n log un

−
	∑

h=0

bσh,αj ,ku
−σh
n (−λ)αj logk(−λ)

)
+ o((−λ)αN ),
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and since the series defining P is uniformly convergent for Re(s) > s2,

P(s, λ, S, U) =
∞∑

n=1

u−κs
n

N∑
j=0

(
aαj ,0,n(−λ)αj −

	∑
h=0

bσh,αj ,0u
−σh
n (−λ)αj

)

+
∞∑

n=1

u−κs
n

p2∑
j=0

(
aj,1,n(−λ)j log(−λ)−

L∑
l=0

Pρl
(λ)u−ρl

n log un

−
	∑

h=0

bσh,j,1u
−σh
n (−λ)j log(−λ)

)
+ o((−λ)αN ).

Writing (recall Pρl
(0) = 0) Pρl

(λ) =
∑Gρl

m=1 pρl,m(−λ)m, we have

L∑
l=0

Pρl
(λ)ζ ′(κs+ ρl, U) =

G∑
m=1

(
L∑

l=0

pρl,mζ ′(κs+ ρl, U)

)
(−λ)m,

where G = max(Gρl
) ≤ p2, and we set pρl,m = 0 for m > Gρl

; then

P(s, λ, S, U) =
∞∑

n=1

N∑
j=0

(
aαj ,0,n −

	∑
h=0

bσh,αj ,0u
−σh
n

)
u−κs
n (−λ)αj

−
∞∑

n=1

G∑
m=1

(
L∑

l=0

pρl,mu−κs−ρl
n log un

)
(−λ)m

+
∞∑
n=1

p2∑
j=0

(
aj,1,n−

	∑
h=0

bσh,j,1u
−σh
n

)
u−κs
n (−λ)j log(−λ) + o((−λ)αN ).

This gives the coefficients stated in the thesis, and since P(s, λ, S, U) is regular
at s = 0, this also shows that they are regular at s = 0. �

Lemma 3.6. Let S be spectrally decomposable over U as in Definition 3.1. Then,
near s = 0, we have the following representation for the zeta function:

Γ(s)ζ(s, S) = γA0,1(s)−A0,0(s)−
A0,1(s)

s
+ s

	∑
h=0

Φσh
(s)ζ(κs+ σh, U) + sr(s),

where r(s) is regular near s = 0 and

Φσh
(s) =

∫ ∞

0

ts−1 1

2πi

∫
Λθ,c

e−λt

−λ
φσh

(λ)dλdt.

Proof. Let Re(s) > s0. By Lemma 3.4,

ζ(s, S) =
s

Γ(s)

∫ ∞

0

ts−1 1

2πi

∫
Λθ,c

e−λt

−λ
T (s, λ, S)dλ.
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Substituting the decomposition of T given by Lemma 3.5, we obtain

ζ(s, S) = ζ1(s) + ζ2(s) + ζ3(s),

ζ1(s) =
s

Γ(s)

∫ ∞

0

ts−1 1

2πi

∫
Λθ,c

e−λt

−λ
P(s, λ, S, U)dλdt,(9)

ζ2(s) =
s

Γ(s)

H∑
h=0

ζ(κs+ σh, U)

∫ ∞

0

ts−1 1

2πi

∫
Λθ,c

e−λt

−λ
φσh

(λ)dλdt,(10)

ζ3(s) = − s

Γ(s)

L∑
l=0

Pρl
(λ)ζ ′(κs+ ρl, U)

∫ ∞

0

ts−1 1

2πi

∫
Λθ,c

e−λt

−λ
Pρl

(λ)dλdt.(11)

Now, ζ2(s) can immediately be written as stated in the thesis, while ζ3(s) van-
ishes by direct calculation (using the integral given in the appendix). For ζ1(s), we
can use the expansion given in Lemma 3.5 for P as follows. First, split the integral
(Re(s) > s0)

ζ1(s) =
s

Γ(s)

∫ 1

0

ts−1 1

2πi

∫
Λθ,c

e−λt

−λ
P(s, λ, S, U)dλdt

+
s

Γ(s)

∫ ∞

1

ts−1 1

2πi

∫
Λθ,c

e−λt

−λ
P(s, λ, S, U)dλdt.

For the second term, note that P is regular for Re(s) ≥ 0; thus we can extend
the s-domain to the nonnegative s-plane. Also, P diverges at most like a power
in ADθ,c, and hence the λ integral is bounded due to the presence of the e−λt

(t > 0); eventually, the t integral is also bounded by the same factor for all s.
This means that the second term is the product of s

Γ(s) with a function r1(s) that

is regular for all Re(s) ≥ 0. For the first term, we need to rewrite the contour
as Λθ,c = Λθ,−c − Cc. In the integral on the new contour Λθ,−c we can use the
expansion of P; the other gives

1

2πi

∫
Cc

e−λt

−λ
P(s, λ, S, U)dλ = P(s, 0, S, U) = 0,

since T (s, λ, S, U) = 0 because log Γ(0, Sn) = 0 by definition, Pρl
(0) = 0, and

φσh
(0) = 0 since λ = 0 belongs to ADθ,c. We are left with

ζ1(s) =
s

Γ(s)

∫ 1

0

ts−1 1

2πi

∫
Λθ,−c

e−λt

−λ
P(s, λ, S, U)dλdt,

where we can use the expansion of P, given in Lemma 3.5. We obtain (use equations
(13) and (14) in the appendix)

ζ1(s) =− s

Γ(s)

N∑
j=0

Aαj ,0(s)
1

s− αj

1

Γ(1− αj)
− s

Γ(s)

1∑
j=0

Aj,1(s)
1

s− j

ψ(1− j)

Γ(1− j)

− s

Γ(s)

1∑
j=0

Aj,1(s)
1

(s− j)2
1

Γ(1− j)
+

s

Γ(s)
r2(s),
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with r2(s) regular near s = 0. Since by definition and Lemma 3.3, αN ≤ 0, near
s = 0 the only nonvanishing terms are those with αj = 0; hence

ζ1(s) =
s

Γ(s)

(
−1

s
A0,0(s) +

1

s
γA0,1(s)−

1

s2
A0,1(s) + r3(s)

)
,

where r3(s) is regular near s = 0. Summing up we have the thesis. �

Lemma 3.7. The functions Φσh
(s) have at most a double pole at s = 0.

Proof. Just proceed as in the proof of Lemma 3.6 and use the asymptotic expansion
given for φσh

in Lemma 3.3. �

Remark 3.8. Note that ζ2(s) can have at most a simple pole at s = 0. In fact, by
definition, ζ(s, U) has at most simple poles. On the other side, Φσh

(s) also has at
most double poles, by the previous lemma, and this implies the statement, since
s

Γ(s) has a zero of order 2 at s = 0. Note also that we cannot use the expansion

of φσh
(λ) to compute the derivative of ζ2(s) at s = 0, since the remainder of such

an expansion would appear in ζ ′2(0). We need explicit computation of the integral
defining the function Φσh

(s) and an expansion of Φσh
(s) near s = 0 at least up to

the constant term.

We can now state and prove our main results in the following theorem.

Theorem 3.9 (Spectral decomposition lemma). Let the double sequence S be spec-
trally decomposable over U with power κ and length . Then

Res1
s=0

ζ(s, S) =
1

κ

	∑
h=0

Res2
s=0

Φσh
(s) Res1

s=σh

ζ(s, U),

Res0
s=0

ζ(s, S) =

	∑
h=0

Res2
s=0

Φσh
(s) Res0

s=σh

ζ(s, U)−A0,1(0)

+
1

κ

	∑
h=0

Res1
s=σh

ζ(s, U)

(
Res1
s=0

Φσh
(s) + γ Res2

s=0
Φσh

(s)

)
,

Res0
s=0

ζ ′(s, S) =
1

κ

(
γ2

2
− π2

12

) 	∑
h=0

Res2
s=0

Φσh
(s) Res1

s=σh

ζ(s, U)

+
γ

κ

	∑
h=0

Res1
s=0

Φσh
(s) Res1

s=σh

ζ(s, U)+ γ
	∑

h=0

Res2
s=0

Φσh
(s) Res0

s=σh

ζ(s, U)

+
1

κ

	∑
h=0

Res0
s=0

Φσh
(s) Res1

s=σh

ζ(s, U)+ κ

	∑
h=0

Res2
s=0

Φσh
(s) Res0

s=σh

ζ ′(s, U)

+

	∑
h=0

Res1
s=0

Φσh
(s) Res0

s=σh

ζ(s, U)−A0,0(0)−A′
0,1(0).

Proof. Let s be in a small neighborhood of s = 0. Then, by Lemma 3.6,
(12)

ζ(s, S) =
1

Γ(s)

(
γA0,1(s)−A0,0(s)−

A0,1(s)

s
+ s

	∑
h=0

Φσh
(s)ζ(κs+ σh, U) + sr(s)

)
,
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where r(s) is regular. We are able to expand ζ(s, S) near s = 0, using the expansions
of the single factors provided by the previous results. By Lemma 3.5 the functions
Ai,j(s) are regular near s = 0. By Definition 3.1, the function ζ(s, U) has at most
simple poles, and therefore we have the expansion

ζ(κs+ σh, U) =
1

κ
Res1
s=σh

ζ(s, U)
1

s
+Res0

s=σh

ζ(s, U) + κRes0
s=σh

ζ ′(s, U)s+O(s2),

near s = 0. By Lemma 3.7 and Remark 3.8, the functions Φσh
(s) have at most a

pole of order 2 at s = 0, and therefore we have an expansion of the form

Φσh
(s) =

Res2s=0 Φσh
(s)

s2
+

Res1s=0 Φσh
(s)

s
+Res0

s=0
Φσh

(s) +O(s).

Substituting these expansions and the classical expansion of 1/Γ(s) in equation
(12), after some calculations, we obtain the thesis. �

Appendix

We give in this appendix explicit formulas for some tricky contour integrals
appearing in the text (see [13] for proofs). Here a is any real number.

1

2πi

∫
Λθ,−c

e−λ(−λ)adλ = − 1

Γ(−a)
,(13)

1

2πi

∫
Λθ,−c

e−λ(−λ)a log(−λ)dλ = −ψ(−a)

Γ(−a)
,(14) ∫ ∞

0

ts−1 1

2πi

∫
Λθ,c

e−λt

−λ

1

(1− λ)a
dλdt =

Γ(s+ a)

Γ(a)s
,(15) ∫ ∞

0

ts−1 1

2πi

∫
Λθ,c

e−λt

−λ

log(1− λ)

(1− λ)a
dλdt =

Γ(s+ a)

Γ(a)s
(ψ(a)− ψ(s+ a)) ,(16) ∫ ∞

0

ts−1 1

2πi

∫
Λθ,c

e−λt

−λ
log(1 +

√
1− λ)dλdt = − 1

2
√
π

Γ
(
s+ 1

2

)
s2

.(17)
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